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Preface

For about 200,000 years, Neanderthal man inhabited and ruled the chilly forests
and steppes of Eurasia. The Neanderthal society was gregarious and hierarchical,
and it was formed by scattered tribes that brought up their children and took care of
the wounded, the sick, and the elderly. The world view of these early human beings
already showed signs of capacity for abstract and synthetic thinking, as they prac-
ticed rites and decorated their bodies with necklaces, paintings, and earrings.
Thanks to more than 2 million years of human evolution, they had their tools and
techniques to make fire and procure and store food. They were also able to tan
leather to make clothes and to protect their feet. But their weapons were what con-
verted them into the most extraordinary predators in the food chain.

However, some 40,000 years ago, a new hominid species of African origin start-
ed to compete for space with Homo Neanderthalensis. The newcomers were slightly
different physically; their skin was darker and they were taller, although less mus-
cular. This made them physically less prepared for the cold climate. They did not
seem to be more intelligent either; at least if we look at the size of their skull, which
was about 10% smaller than that of Neanderthal man. And if this is not enough, the
children of this new species took twice as long to grow up; in this way forcing their
parents to have fewer descendants. Evolution had made their reproductive period
shorter, so that they could feed and take care of their descendants. In spite of all this,
after a relatively short period of coexistence, Homo Neanderthalensis mysteriously
disappeared. Perhaps they were just simply wiped away by their competitors, or
killed by the new viruses coming from the south, or maybe they just disappeared be-
cause they were unable to adapt themselves to the rapid changes between the Ice Ag-
es. We do not know, but the newcomers known as Cromagnon man became
dominants.

So, what was the key difference between Cromagnon and Neanderthal men?

Yes, communication. The unusual form of the larynx and the gullet of the new
species, also known as Homo Sapiens, enabled them to generate and modulate so-
phisticated sounds. Neanderthal men did not have this capacity, without which it is
impossible to create a human language. This theory explains how the hominids
moved from waiting for genetic changes to using communication as the vital surviv-
al tool. This proved to be more useful than the slow biological evolution in adapting
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the hominids to their environment. However, acquiring language skills and prepar-
ing the brain for learning is a slow process that in this case made new generations
mature more slowly, and parents had to spend more years taking care of their imma-
ture descendants. Despite this, and other physiological difficulties, the new human
beings who, as you probably already know, are nothing less than us, took over in a
relatively short period of time, and ended up populating most of the planet.

The second significant milestone in the history of communications was the dis-
covery of writing, probably the most important intellectual tool ever discovered by
man. Writing enables us to store information and transmit it between two distant
points and even between generations, without distorting or losing the message.
There is evidence of earlier attempts, although the first effective form of writing was
developed by the Sumerians about 5,000 years ago. The Sumerians lived in city-
states on the banks of the Tigris and Euphrates rivers, where such activities as agri-
culture, cattle raising, craft work, metallurgy, and construction flourished in an ex-
traordinary way. Writing was born in the heart of these urban societies as a means to
increase commerce, and solve both legal and social problems. Originally, the Sume-
rian codes were iconographic, whereby each sign was an icon resembling the object
it represented. This way, it was possible to sell or buy a herd of 53 lambs, for in-
stance, or legally divide a property of 180 ikus of surface between heirs. When num-
bers were later developed, this was a huge step forward, as it was no longer
necessary to repeat the same icon a number of times. But what really made a change
was the invention of the phonetic writing system. Now it was possible to describe
battles or the position of stars, or write down laws, such as Hammurabi’s Code of
Law.

This was the start of our civilization.

For thousands of years, writing was done by hand on clay, stones, papyrus, or
leather, until in 1450 the workshop of Gutenberg started to mechanically produce
what became the first books. Fifty years later, the few books kept in monasteries and
palaces were transformed into more than 10 million volumes. It was finally possible
to store and produce a large amount of information at lower cost than before, and
without changing the original contents. Knowledge, literature, and science were no
longer tools of power for a small elite of scribes, priests, and courtiers. This way, by
having the medium to broadcast information to thousands of recipients, the printing
industry had an important role in marking the end of the dark Middle Ages.

Some centuries had to pass before electricity was managed in such a way that
the first telephone patented by Alexander Graham Bell in 1876 could be developed.
A few years later, around 1900, the first radio transmissions took place, and televi-
sion appeared in the 1930s. Without underestimating television, there is something
that makes the telephone special, in that it enables direct interpersonal communica-
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tion at a distance. We can even see the telephone as an extension of our larynx and
ears, while radio and television are one-way media, where the receiver can only con-
nect and disconnect, the same way as you can close this book, but not modify its con-
tents. This difference is notable, and it explains why both radio and TV tend to be
desired, controlled and even manipulated by political, economical or religious pow-
er, while private telephone conversations offer more liberty and independence. The
telephone is by definition a tool where the contents, the language, and the recipient
can be decided by the users themselves.

Finally, we arrive at the mid-1990s, when the Internet became an important me-
dium for mass communication. It combines two fundamental inventions: writing and
telecommunications. Writing can be very precise and it enables us to store informa-
tion, crossing the time barrier; while telecommunications overcomes space barriers.
It is so efficient that many times we prefer to send electronic messages even within
the same office, although it would be easier just to have a short conversation. But the
Internet is a lot more than an efficient two-way communication medium. It is also a
way to access the immense “universal library,” with an impact that can only be com-
pared to the Alexandria Library 2,000 years ago. In the Internet, we have millions of
documents with information that can be reached from any part of the world in just a
few seconds.

The third generation wireless networks will also bring some changes in the near
future, by improving the human-machine relationship. Our mobile telephones will
become terminals with Internet access or radio and video broadcast, accessible from
anywhere in the world with reasonable costs. During the next years, our written
works, both in the office and at home, will depend less and less on paper. There will
be a need for new devices to substitute for paper. These devices should be connect-
able, autonomous, light, easy to handle, and shock-proof. With a high resolution we
could read our newspaper in the train or read a book in the garden as comfortably as
before, but saving the cost of cutting tons of wood and using chemical substances to
make paper.

In other words, human evolution and globalization is a communication matter
as old as mankind. Therefore human interaction and multiculturalism are accelerated

whenever a new communication milestone is reached, such as the larynx, the art of
writing, the printing press, the telephone, radio, television, or the Internet.

Pepe Caballero

Maidenhead, England
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Chapter 1
Ethernet and Gigabit Ethernet

The term Ethernet does not refer to one technology only, but to a family of technol-
ogies for local, metropolitan and access networks covered by the IEEE 802.3 stan-
dard. The best-known Ethernet technologies operate at 10 Mbit/s; Fast Ethernet at
100 Mbit/s, Gigabit Ethernet at 1000 Mbit/s and 10-Gigabit Ethernet at 10 Gbit/s.

Since Local Area Networks (LAN) were first defined 30 years ago, many tech-
nologies have been developed for this important market segment. Some time ago,
names such as Token Ring, Token Bus, DQDB, FDDI, LATM, 100VG and Any-
LAN were in everybody’s mouth. However, Ethernet has outlived them all, becom-
ing the standard technology used in nearly all LAN installations.

Even though the performance of Ethernet was quite limited in the beginning, a
number of reasons made Ethernet a winner, including low cost, simplicity, flexibility
and scalability. However, the most important factor was technological convergence,
because it guaranteed smooth interworking without the need for any specialized
gateways. After all, a network is the means to connect computers, not the goal, so
Ethernet finally received the support it needed to be universally accepted by manu-
factures, users and service provides.
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Figure 1.1 A drawing of the first Ethernet system by Bob Metcalfe

Gigabit Ethernet (GbE) is known to be a good and cost-effective technology for
enterprises seeking to roll out Metropolitan and Campus Area Networks
(MAN/CAN). GbE perfectly adapts to enterprise data applications, often based on
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Ethernet as well. /0 Gigabit Ethernet (10GbE) was designed keeping MAN and
WAN applications in mind, but it can also be used for some bandwidth-consuming
LAN applications. GbE and 10 GbE open up opportunities for new services such as
MPLS, and for applications like triple play.

The new Gigabit topologies rely on switches that connect stations using dedi-
cated, and generally also full-duplex optical links. The most important exception is
1000BASE-T, which was designed to provide a migration path for existing Un-
shielded Twisted Pair (UTP) cable Ethernet installations.

Furthermore, the IEEE 802.11 standards for Wireless LAN (WLAN) applica-
tions are important for emerging technologies. They are not exactly the same as
Ethernet: the MAC frame format is slightly different from the IEEE 802.3 Ethernet,
and Carrier Sense Multiple Access / Collision Avoidance (CSMA/CA) is used in-
stead of Carrier Sense Multiple Access / Collision Detection (CSMA/CD). Howev-
er, the IEEE 802.11 standard is highly interoperable with Ethernet, and it is used
frequently as a wireless extension for wired Ethernet networks. The future of wire-
less Ethernet is promising, with rates up to 54 Mbit/s today, and convergence with
3G mobile networks expected in the near future.

1.1 A BRIEF HISTORY OF ETHERNET

There is a network that has always been considered as the predecessor of Ethernet:
ALOHAnet, developed in the late 1960s by Norm Abramson at the University of Ha-
waii. ALOHA was a digital radio network designed to transmit independent packets
of information between the Hawaiian islands (see Figure 1.2).

Figure 1.2 ALOHA, a pre-Ethernet network, was developed in the 1960s to transmit data
between the Hawaiian islands.



Ethernet and Gigabit Ethernet 3

The first real Ethernet was designed in 1973 by Bob Metcalfe in Xerox Corpo-
ration’s Palo Alto laboratory (see Figure 1.1). This first version was able to operate
at 3 Mbit/s over a shared coaxial cable, using CSMA/CD. This was a simple algo-
rithm (see Paragraph 1.4) that improved efficiency by up to 80%, depending on the
network configuration and traffic load.

In 1980 a consortium formed by Digital, Intel and Xerox (known as the DIX car-
tel) developed the 10 Mbit/s Ethernet. Finally, in 1983, the IEEE standards board ap-
proved the first IEEE 802.3 standard, which was based on the DIX Ethernet and at
the same time is the basis of all current Ethernet standards.

1.2 ETHERNET AND THE OSI REFERENCE MODEL

The existing IEEE Ethernet standards define the physical medium, connectors, sig-
nals, procedures and protocols needed to connect devices. The functionality defined
by the IEEE corresponds to layers 1 (physical) and 2 (data link) in the Open Systems
Interconnection (OSI) model.

The physical layer (PHY) is defined in the IEEE standard 802.3. This standard
includes different versions of Ethernet, operating at rates up to 10 Gbit/s over coax-
ial cable, copper pairs and optical fiber. The Ethernet PHY is fully independent from
upper layers, and sometimes it is implemented by using separate equipment. Due to
the diversity of Ethernet as a transmission medium, many different architectures can
be used for the physical layer. Each physical interface uses encoding and modulation
specially designed for optimum performance in the transmission medium used.

08l model 802.3 model
Gateway _
Application 7 Upper layers 15
Presentation 6 Reconciliation| £
- Upper S
Session 5 layers y | Ml | g
Router Transport 4 T
T Network s [tcenay| / Pes
Switch, Bridge —1/ PMA ]
Hub Data link 2 MAC (803.3) 2
i — Auto-negotiation| =
i Physical 1 PHY (802.3) k:
- — - MDI
™ — _IJ Media L

Figure 1.3  Ethernet layers vs. OSI model. Some layers are optional, depending on the version.

The Ethernet data link layer is formed by two sublayers; the Media Access Con-
trol (MAC) sublayer and the Logical Link Control (LLC) sublayer:
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* The MAC sublayer describes how a station schedules, transmits and receives
data in a shared-media environment. It generates source and destination ad-
dresses to identify the two ends of the communication process. It also ensures
reliable transmission across a link that may be shared, synchronizes data trans-
mission, recognizes errors and controls the data flow. The IEEE 802.3 standard
does not specify the Ethernet MAC layer. Other IEEE-based technologies re-
quire special MAC layers that are specified in other standards. Some examples
are: Token Bus (IEEE 802.4), Token Ring (IEEE 802.5) and Resilient Packet
Ring (RPR, IEEE 802.17).

* The LLC sublayer enables higher layers to ‘talk’ to the hardware-specific
MAC layer through a common interface. The Ethernet LLC is shared with oth-
er IEEE-based technologies such as Token Ring, and even with other
non-IEEE technologies like the Fiber Distributed Data Interface (FDDI). The
LLC sublayer that they all use is defined in the IEEE 802.2 standard.

1.2.1 PHY and MAC Layer Independence

One of the aims of Ethernet has been to provide media-independence by separating
controllers and transceivers, both functionally and physically:

1. Controllers hold the common functionalities, such as MAC protocol and inter-
faces with higher layers.

2. Transceivers are specific for each type of media, and they include functions
such as codification or traffic functions.

1.2.1.1 Attachment-Unit Interface

When 10BASE-5, the first commercial Ethernet solution was manufactured, it could
only be operated over thick coaxial cable (see Table 1.1). The evolution towards
multiple physical media started with the introduction of the Attachment Unit Inter-
face (AUI), developed for rates of 10 Mbit/s. The intention was to avoid the difficul-
ty of routing thick and inflexible coaxial cable to each station (see Figure 1.4). The
AUI is used for coaxial implementations of Ethernet, including 10BASE-5 (Thick-
net) and 10BASE-2 (Thinnet). With the advent of 10BASE-T, it became more com-
mon to include the physical and MAC layers ‘in the same box’, and the use of an
external AUI started to decline.

The AUI connector is a 15-pin DA-15, and the AUI cable can be used for dis-
tances of up to 50 m. The AUI includes four types of signals: Transmit data, Receive
data, Collision presence and Power.
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AUI pinout
8 1

Overall shield
Collision +
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Collision shield
Receive +

AUl Port AUI Port
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M Ethernet device
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I 10. Transmit -
11. Transmit shield
Thick cable 12. Receive -

13.+12v DC
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4.
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Figure 1.4  The AUI is a little bit more than a connection cable between the Ethernet card and
the transceiver.

1.2.1.2 Medium-Independent Interfaces

The Medium-Independent Interface (MII) is the equivalent of the AUI for Fast
Ethernet (100 Mbit/s). It connects the block by implementing the 100 Mbit/s MAC
to an Ethernet transceiver. This interface was designed to guarantee the use of Fast
Ethernet by different applications; for example, desktop equipment would use UTP,
whereas fiber would be used in backbones. The MII can connect two chips on the
same printed circuit board, or two physically different devices by using a pluggable
connector.

The are extensions to the MII interface for 1GbE and 10GbE. The former is
known as Gigabit MII (GMII), and the latter as eXtended GMII (XGMII).

20 1
T = I
L 40 21
Torapeater _:-jﬁg e ] e
or OTE T AL — =
:j 1.V +5 Vdc/ 3.3 Vdc 12. Tx_CLK Tx Clock
- 2. MDIO MII Data Input/Output ~ 13. TX_EN Tx Enable
Ta franscaiver, o —-—— 1 3. MDC MII Data Clock 14. TxD Tx Data
repeater, of DTE '— - 4. RxD Rx Data 15. TxD Tx Data
= - 5. RxD Rx Data 16. TxD Tx Data
Ml cable | 1|  6.RxDRxData 17.TxD Tx Data
- 7. RxD Rx Data 18. COL Collision
I 24 8.Rx_DV Rx Data Valid 19. CRS Carrier Sense
CFm=%. 1 # 9 R« CLKRx Clock 20. V+5 Vde/ +3.3 Vdc
mﬁ, £ 10.Rx_ERRx Error 21.V +5 Vdc/ +3.3 Vdc
11. Tx_ER Tx Error 40. V+5 Vdc/ +3.3 Vdc

Figure 1.5  MII used for Fast Ethernet at 100 Mbit/s. The pinout provides four groups of
signals: power signals, management signals such as clock, transmit/receive signals
at one fourth of the data rate, and control signals such as CS and CD.
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1.3 THE ETHERNET PHY

Ethernet has adopted many different transmission media, including coaxial cables,
UTP, STP and multimode/monomode fiber, in order to meet the changing market
needs (see Table 1.1).

Table 1.1
IEEE 802.3 Ethernet versions. List of acronyms:
H/F: Half-Duplex and Full-Duplex ability. MFS: Minimum Frame Size in bytes. N/A: Not
applicable. MMF: Multimode Fiber. SMF: Single Mode Fiber.

Standard Name Media Type H/F (En)' Line MFES Némork
coding bytes Size
10BASE-2 One 50 Q thin coaxial cable H 4B/5B Manchester 64 <185 m
-~ 10BASE-5 One 50 Q thick coaxial cable H 4B/5B Manchester 64 <500 m
§ f § _ 10BROAD-36 One 75 Q coaxial (CATV) H 4B/5B Manchester 64 <3600 m
g E % 2 10BASE-T Two pairs of UTP 3 (or better) H/F 4B/5B Manchester 64 <100 m
w w \_:; 10BASE-FP Two optical 62.5 pm MMF passive hub H/F 4B/5B Manchester 64 <1000 m
- 10BASE-FL Two optical 62.5 um MMF asyn hub H/F 4B/5B Manchester 64 2000 m
10BASE-FB Two optical 62.5 pm MMF sync hub H/F 4B/5B Manchester 64 <2000 m
100BASE-T4  Four pairs of UTP 3 (or better) H/F 8B/6T MLT3 64 <100 m
§ 3 g 100BASE-T2  Two pairs of UTP 3 (or better) H/F PAM5x5 PAM5 64 <100 m
g % ﬁ — 100BASE-TX Two pairs of UTP 5 (or better) H/F 4B/5B MLT3 64 <100 m
l‘; w 2 = 100BASE-TX  Two pairs of STP cables H/F 4B/5B MLT3 64 200 m
Ssu i—S/ 100BASE-FX  Two optical 62.5 ym MMF H/F 4B/5B NRZI 64 2km
100BASE-FX  Two optical 50 ym SMF H/F 4B/5B NRZI 64 40 km
1000BASE-CX Two pairs 150 Q STP (twinax) H/F 8B/10B NRZ 416 25m
5o 1000BASE-T  Four pair UTP 5 (or better) H/F 8B1Q4 4D-PAM5 520 <100 m
g N % 1000BASE-SX Two 50 pym MMF, 850 nm H/F 8B/10B NRZ 416  500/750 m
ﬁ § § s 1000BASE-SX Two 62.5 ym MMF, 850 nm H/F 8B/10B NRZ 416  220/400 m
3 E 2 O 1000BASE-LX Two 50 um MMF, 1310 nm H/F 8B/10B NRZ 416  550/2000 m
,%ﬁ ﬁ 1000BASE-LX Two 62.5 um MMF, 1310 nm H/F 8B/10B NRZ 416 550/1000 m
© 1000BASE-LX Two 8 ~ 10 ym SMF,1310 nm H/F 8B/10B NRZ 416  5km
1000BASE-ZX Two 8 ~ 10 ym SMF, 1550 nm H/F 8B/10B NRZ 416 80 km
10GBASE-SR  Two 50 pm MMF, 850 nm F 64B/66B NRZ N/A~ 2~300m
10GBASE-SW Two 62.5 ym MMF, 850 nm F 64B/66B NRZ N/A  2~33m
g2 10GBASE-LX4 Two 50 ym MMF, 4 x DWM signal F 8B/10B  NRZ N/A 300 m
g f g — 10GBASE-LX4 Two 62.5 um MMF, 4 x DWM signal F 8B/10B NRZ N/A~ 300 m
ﬁ 3 ; 3 10GBASE-LX4 Two 8 ~ 10 ym SMF, 1310 nm, 4 x DWM signal F 8B/10B  NRZ N/A 10 km
g E é . 10GBASE-LR Two 8 ~ 10 pm SMF, 1310 nm F 64B/66B NRZ N/A 10 km
=~ 10GBASE-LW Two 8 ~ 10 ym SMF, 1310 nm F 64B/66B NRZ N/A 10 km
10GBASE-ER Two 8 ~ 10 pm SMF, 1550 nm F 64B/66B NRZ N/A 2~40km
10GBASE-EW Two 8 ~ 10 ym SMF, 1550 nm F 64B/66B NRZ N/A 2~40km

Generally, the new versions of Ethernet can be used with traditional physical
media to enable smooth migration. In some cases, to speed up the development and
time-to-market, Ethernet has also adopted some physical layers that were actually
designed for other technologies, for example fiber channels.
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1.3.1 Ethernet at 100 Mbit/s and Less

The first Ethernet networks were based on coaxial cable and bus topologies, but
many of them were upgraded to UTP cables and star topologies in the 1990s, be-
cause these are easier to handle and less expensive.

Optical fiber was introduced so that it could be used where electrical cable can-
not; for vertical cabling of LANs, for campus network backbones, and for environ-
ments with high levels of interference.

1.3.1.1 Ethernet over Coaxial

The original PHY included in the IEEE 802.3 standard is known today as 10BASE-5
or Thicknet. The first Thicknet implementations date back to the early 1970s. This
Ethernet version uses a thick coaxial cable with a diameter of 10 mm to transmit
10 Mbit/s signals. However, the average system throughput is limited to a few mega-
bits per second, due to the limitations imposed by the multiple access mechanism
and some other factors. The coaxial cable has to be terminated with a 50 W resistor
to avoid reflections. This system makes it possible to connect up to 100 stations to
the same cable segment following a bus topology.

The size of a Thicknet is limited to 2500 m due to the limitations imposed by
the multiple access protocol (see Paragraph 1.4.1). The maximum 2500 m long
Thicknet is formed by five 500-meter segments separated by four repeaters, but sta-
tions can only be attached to three of them (this is known as the 5-4-3 rule).
10BASE-5 uses a simple Manchester code to transmit data (see Figure 1.6).

The thick coaxial cable used in 10BASE-5 Ethernet networks is difficult to in-
stall and handle. This is the reason why the 10BASE-2 interface was defined.
10BASE-2 Ethernet networks, or Thinnets, use a thin RG-58 coaxial cable. Thinnet
can only reach 185 m per segment, as opposed to the 500-m reach of I0BASE-5. The
5-4-3 rule is still valid, however. The maximum number of stations connected per
segment is 30.

1.3.1.2 Ethernet over UTP

In 1990, the IEEE adopted the 10BASE-T interface in the IEEE 802.3i standard for
Ethernet transmission over Category-3 (or better) UTP cables. A traditional UTP ca-
ble is formed by four twisted pairs connected to 8-pin RJ-45 connectors. UTP cables
commonly use 0.5 mm (24 AWG) wires. I0BASE-T needs only one pair for data
transmission and one for reception. The other two pairs are not used.
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Figure 1.6  Line encoding technologies. Depending on the media, a “+” signal corresponds to
high voltage on copper or high intensity on optical fiber, and a “—” signal to low
voltage or low intensity. PAMS uses 5 levels (-2, -1, 0, 1, 2), several pairs (two in
100BASE-T and four in I000BASE-T), and a complex encoding rule to generate
the symbols transmitted in parallel over each pair.

The maximum length of a 10BASE-T segment is 100 m. The 5-4-3 rule (five
UTP segments and four repeaters) still applies, but the limitation of three segments
does not make sense for this interface, because the bus topology is replaced by a star
configuration.

Like its predecessors, I0BASE-T uses the Manchester code, but now the signal
is predistorted to improve transmission over the new medium. 10BASE-T is also the
first interface that implements the link integrity feature that makes installation and
troubleshooting easier: it sends periodical ‘heartbeat pulses’ that enable remote sta-
tions to recognize physical connection with other devices in the network.
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Coaxial cable offers a better performance than UTP, but the 10BASE-T system
benefits from structured cabling based on central repeaters and a star-shaped, hier-
archical wiring topology. The new topology is superior to the point-to-point, un-
structured and single-failure-point bus topology of coaxial cable networks. Ethernet
over UTP has become a real success. Today, coaxial cable has almost disappeared
from the local area network.

The 100BASE-T family of interfaces, also known as Fast Ethernet, was speci-
fied in May 1995, and it is a 100-Mbit/s extension to 10BASE-T. It keeps the same
MAC layer as the 10Mbit/s Ethernet, including the frame structure, but it defines a
new PHY. There are three different PHY specifications for electrical Fast Ethernet
and one more for Fast Ethernet over optical fiber (see Paragraph 1.3.1.3). The elec-
trical Fast Ethernet interfaces are the following:

* 100BASE-TX — requires two pairs of Category-5 UTP or Type-1 shielded pair
cables. This means that I00BASE-TX may not operate if I0BASE-T cabling is
used.

* 100BASE-T4 — needs four pairs of Category-3 UTP cables. This interface can
be used when Category-5 cabling is not available; when upgrading old
10BASE-T installations, for instance. However, this interface has never been
widely used.

* 100BASE-T2 — calls for two pairs of Category-3 UTP cables. This interface
was specified about one year later than the other 10BASE-T interfaces, and it
has not been used in commercial devices.

Almost every electrical 100 Mbit/s Ethernet link is based on the 100BASE-T in-
terface. This PHY is based on the FDDI physical layer. It encodes the data stream
with the 4B/5B encoding method and uses the MultiLevel Threshold-3 (MLT-3) line
code for signal transmission (see Figure 1.6).

The 100BASE-TX interface has the same advantages as the 10BASE-T, but bet-
ter performance in terms of bandwidth. Both line rates can be used in the same net-
work by using switches. In this case, 10 Mbit/s links can be used for connections to
workstations, while 100 Mbit/s offers inexpensive bandwidth for connections to
servers.

1.3.1.3 Ethernet over Optical Fiber

The first fiber Ethernet standard was the 10BASE-F standard, released in 1993.
These interfaces use duplex MultiMode Fiber (MMF) as the transmission medium
to transmit infrared light. In fact, 10BASE-F refers to a family of three interfaces:
10BASE-FL, 10BASE-FP and 10BASE-FB. The 10BASE-FL (L for Link) is meant
for connecting stations, repeaters and switches, 10BASE-FB (B for Backbone) is for
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backbone repeaters, and 10BASE-FP (P for Passive) is for use in passive central re-
peaters. The most important 10BASE-F interface is the 10BASE-FL that is based on
and backwards-compatible with the Fiber Optic Inter-Repeater Link (FOIRL) spec-
ification.

As well as 10BASE-F, the 100BASE-FX interface uses duplex MMF. Although
not standard, some vendors are selling 100BASE-FX over Single-Mode Fiber
(SMF). In this case, the PHY is based on the FDDI physical layer.
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Figure 1.7  Line encoding technologies. Depending on the media, a “+” signal corresponds to
high voltage on copper or high intensity on optical fiber, and a “—” signal to low
voltage or low intensity. PAMS uses 5 levels (-2, -1, 0, 1, 2), several pairs (two in
100BASE-T and four in 1000BASE-T), and a complex encoding rule to generate
the symbols transmitted in parallel over each pair.

1.3.2 Gigabit Ethernet

The Gigabit Ethernet standards were first released in 1998. The IEEE 802.3 stan-
dardization resulted in two primary specifications:

* IEEE 802.3z (1000BASE-X) over optical fiber and STP cable
* IEEE 802.3ab (1000BASE-T) over Category 5 UTP cable or better

Gigabit Ethernet uses the same formats and protocols as its predecessors, which
guarantees integration and smooth migration from earlier versions. For Gigabit
Ethernet, the PHY and MAC layers were adapted for faster bit rates and new physi-
cal media.

1.3.2.1 1000BASE-X Architecture
In 1998, the IEEE approved a standard for Gigabit Ethernet over fiber optic cable,

IEEE 802.3z. The physical layer used was the ANSI X3.230 Fiber Channel, a tech-
nology devoted to high-speed data transfer used by mainframes and servers.
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There are three different versions of 1000BASE-X: 1000BASE-CX,
1000BASE-SX and 1000BASE-LX (see Figure 1.8). The first one uses an STP ca-
ble, and the second and the third one use optical fiber.

IEEE 802.3ab IEEE 802.3z IEEE 802.3z fiber Channel
r—=c 7 LLC (802.2) r— = T 7 FC-4
- I Higher Layers
MAC (802.3) iqabi
MAC | cswacperrox | Gigabit MAC (802.3z) ) TC_S ‘
onnection Services]
GMII (optional
GMIl - P(I;s o (optional) =)
PCS - 4D PAM5 Py Coding Sulayer] PCS - 8B/10B N SEnCa":g
PMA -
PMA P}ly E/Iefi /itta_ch_me_nt PMA Codification
Auto-negotiation on MF;'\E/)'D ot Auto-negotiation FC-0
y Med Dependen "
| BPMD |' - . - | TX | | X | | SX I - Medium Interface
[ MDI | | ~ MDI | [VD] [vD]] | |
- - _ ledium Dependent I/l -
4 x UTP Cat.5 2 x STP Single-mode Multimode
Multi-mode

Figure 1.8  Gigabit Ethernet defines several transmission media, specified in the IEEE 802.3z
(1000BASE-X) and 802.3ab (1000BASE-T). The first one is based on the existing
fiber channel technology and covers three different types of media, and the second
one uses the popular UTP cable.

* 1000BASE-CX — designed for short interconnections of network equipment in
the wiring closet. This interface is based on copper, easier to handle than fiber.
It uses a 150 Q twinax cable similar to the original IBM Token Ring cabling.

* 1000BASE-SX — a cost-effective interface for short backbones or horizontal
cabling. This PHY is based on inexpensive 850 nm photodiodes and MMF.
The reach ranges from 220 to 750 m.

* 1000BASE-LX — targeted at longer backbones and vertical cabling. This inter-
face is based on 1310 nm lasers, and runs over an SMF or an MMF. The reach
of this PHY is 5000 m for SMF, and between 550 and 1000 m for MMF.

Some manufacturers include the 1000BASE-ZX interface in their equipment.
This is a non-standard interface for Gigabit Ethernet that operates on 1550 nm lasers
over SMF. This interface can reach up to 80 km without repeaters, and it is well-suit-
ed for MAN and WAN applications.

The 1000BASE-X interface uses 8B/10B encoding followed by a simple
Non-Return to Zero (NRZ) modulation. When data is ready to be transmitted, each
8-bit data byte is mapped into 10-bit symbols (§8B/10B block-coding system) for se-
rial transmission. Additional codes are included for control reasons. The channel
rate of 1000BASE-X is 1250 Mbit/s, and the data rate is 1000 Mbit/s, due to the use
of the 8B/10B encoding method.
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The 8B/10B encoding method is the basis of the ANSI Fiber Channel standard
for high-performance mass-storage devices, and it has properties such as excellent
transition density — that is, a high number of transitions from the logic 1 to logic 0
state, which the PLL circuits require to recover the clock. It inherits excellent DC
balance — there is no accumulation of DC offset that might cause the DC baseline to
wander in the receiver. Furthermore, 8B/10B has excellent error detection capabili-
ties and provides reliable synchronization and clock recovery.

1.3.2.2 1000BASE-T Architecture

A twisted-pair version was introduced by the IEEE in 1999 under the name
IEEE 802.3ab. The physical layer was specified as UTP Cat. 5 cabling to guarantee
easy integration with existing 10BASE-T and 100BASE-T networks. 1000BASE-T
over UTP is usually the preferred option for horizontal cabling and desktop connec-
tion. This is an alternative to 1000BASE-CX, which is rarely used in practice.
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Figure 1.9  1000BASE-T transmits and receives signals simultaneously over the same pairs.

1000BASE-T operates over Cat. 5 (or better) cabling systems by using all four pairs,
sending and receiving a 250 Mbit/s data stream over each of the four pairs
(4 x 250 Mbit/s = 1 Gbit/s) simultaneously (see Figure 1.9). Hybrid circuits are used
to enable bidirectional transmission and reception over the same pair. These circuits
perform sophisticated Digital Signal Processing (DSP), filtering, and equalization
of the received signal. They also perform echo canceling and remove crosstalk, to
compensate for distortion from the UTP wiring.



Ethernet and Gigabit Ethernet 13

The 1000BASE-T PHY uses an 8B1Q4 encoding followed by a 4D-PAMS line
modulation to achieve a 250 Mbit/s throughput using baseband signaling at
125 MBaud. It achieves a half-duplex data rate of 1 Gbit/s at a spectral power den-
sity similar to that of 100BASE-TX (see Figure 1.10).
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Figure 1.10 Power Spectral Density (PSD) for 10/100/1000BASE-T electrical technologies.

1.3.2.3 Frame Bursting in Gigabit Ethernet

Transmission in a shared media can be very inefficient, especially when sending
small frames with padding. To help this, the frame bursting feature of Gigabit Ether-
net enables a device to send over 8000 bytes in a burst (see Figure 1.11).

} 8192 bytes |

MAC frame N

[——
Valid frame

MAC frame 1 (with/without extension) | IFG [MAC frame 2 | IFG |

first frame

—| 96 bit|<—

IFG: Interframe Gap
Max. burst length: 8192 bytes, last frame still valid
Inter-frame gap: 96 bits

Figure 1.11 Frame bursting. In Gigabit Ethernet a station can send multiple frames to make the
HDX mode more efficient. Only the first frame requests the extension.

The first frame is sent in a normal manner, then, without dropping the carrier,
the second one is sent and so on, up to the limit allowed. Each frame is separated by
a gap without data, keeping the carrier sense active, to prevent other stations from
starting a transmission.
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1.3.3 10 Gigabit Ethernet

In June 2002, the IEEE 802.3ae standard for transmission of Ethernet at 10 Gbit/s
was approved. This standard made Ethernet suitable for WAN applications for the
first time. In fact, compatibility and convergence with current WAN technologies is
one of the most interesting points of 10 Gigabit Ethernet technologies.

In addition to compatibility with WAN, there are two new important points in
10GbE.

* Half duplex has been abandoned and only full-duplex operation is permitted.
This makes CSMA/CD unnecessary (see Chapter 2).

*  Copper transmission has also been discarded, and the IEEE 802.3ac only de-
fines optical interfaces.

Despite all these new features, 10GbE still is Ethernet. This is why it interfaces
so easily with lower-rate Ethernet, and the deployment of 10GbE is less costly than
that of other WAN technologies.

1.3.3.1 Architecture

The interfaces defined in IEEE 802.3ae are 10GBASE-LX4, 10GBASE-S,
10GBASE-L and 10GBASE-E (see Table 1.2). There are two versions, R and W, of
each of the last three. The W version is partially compatible with SDH/SONET in-
terfaces, and thus it is specially suitable for a connection with WAN interfaces (see
Paragraph 1.3.3.2).

Table 1.2
Range of 10GbE interfaces

Interface Fiber Wavelength ~ Modal bandwidth ~ Range
10GBASE-LX4 62.5 um MMF ~1300 nm 500 MHz*km 2~300m
62.5 um MMF ~ 1300 nm 400 MHz*km 2~240m
50 um MMF ~1300 nm 500 MHz*km 2~300m
10 pum MMF ~1300 nm - 2 ~10 km
10GBASE-S 62.5 um MMF 850 nm 160 MHz*km 2~26m
62.5 um MMF 850 nm 200 MHz*km 2~33m
50 pum MMF 850 nm 400 MHz*km 2~66m
50 pum MMF 850 nm 500 MHz*km 2~82m
50 um MMF 850 nm 2000 MHz*km 2~300m
10GBASE-L 8 ~ 10 um SMF 1310 nm - 2 ~10 km

10GBASE-E 8 ~ 10 um SMF 1550 nm - 2 ~40 km
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The 10GbE standard defines a long-haul interface (10GBASE-E) that can be
used for packet-based MAN/WAN applications. The maximum range of this inter-
face is 40 km, but some manufacturers specify longer distances than the standard.

The 10GBASE-LX4 is another important new interface. It makes use of a low
cost version of the Wavelength Division Multiplexing (WDM) technology called
Coarse WDM (CWDM). The CWDM of the 10GBASE-LX4 interface is used to
multiplex four wavelengths near the second optical transmission window
(1310 nm). Each wavelength transports a 8B/10B, NRZ coded signal operating at

3.125 GBaud

Table 1.3

Wavelength specifications for the I0GBASE-LX4 interface

Lane Wavelength margin

#1 1269.0 ~ 1282.4 nm
#2 1293.0 ~ 1306.9 nm
#3 1318.0 ~ 1331.4 nm
#4 1342.5 ~1355.9 nm

The maximum range of the I0BASE-LX4 is 300 m over 160 MHz/km, 62.5 pm
MME. This is not enough for MAN or WAN applications, but it can be very useful
to upgrade installed MM fiber to 10 Gbit/s.
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Figure 1.12 Layered model of IEEE 802.3ae 10 Gigabit Ethernet
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The 64B/66B coding is used by the PCS sublayer of the I0GBASE-R and
10GBASE-W interfaces. This code has similar functions as the 8B/10B code used
in the 1 Gigabit Ethernet and the 10GBASE-LX4 interface. It makes frame delinea-
tion, clock recovery and single or multiple error detection possible at the physical
layer (see Figure 1.12).

The use of 64B/66B coding means that the signaling rate of 10GBASE-R is not
exactly 10 GBaud. The exact symbol rate of I0GBASE-R is 10.3125 GBaud.

1.3.3.2 Compatibility with SDH/SONET

The 10GBASE-W interfaces included in the 10GbE standard can be connected di-
rectly to the STM-64/0C-192 ports of the SDH/SONET access equipment. So, an
Ethernet switch can be connected to the SDH/SONET network without the need of
any special adaptation device. The I0GBASE-W interface makes migration to an
Ethernet/IP packet network easier, because it re-uses the existing optical WAN
equipment.

Partial compatibility with SDH/SONET is achieved by means of:

* Rate compatibility with STM-64/0C-192. The 10GBASE-W signaling rate is
9.953280 Gbaud, the same as for STM-64/0C-192

¢ Standard SDH/SONET framing and scrambling
*  Support of a reduced set of SDH/SONET functions

Tasks such as framing and scrambling are left to a special sublayer of the physical
layer called WAN Interface Sublayer (WIS). The WIS takes the continuous bit
stream from the PCS sublayer, mapping it into an SDH/SONET concatenated con-
tainer with a self-generated Path Overhead (POH). Then it builds an
STM-64/0C-192 frame with a fixed pointer value (522 with concatenation indica-
tion), an internally generated Multiplexer Section Overhead (MSOH) and a Regen-
erator Section Overhead (RSOH). Finally, it scrambles the SDH/SONET frame and
sends the resulting bit stream to the lower sublayer (see Figure 1.13).

The available bandwidth for mapping the 64B/66B-coded Ethernet signal cor-
responds to the capacity of the VC4-64c / STS-192c container, 9.58464 Gbit/s. This
number is different from the bit rate generated by the I0GBASE-R interface
(10.3125 Gbit/s). However, direct switching between interfaces with WIS and with-
out WIS is theoretically possible, the same way as Ethernet at 1 Gbit/s can be
switched to 100 Mbit/s Ethernet.
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Not every function defined for the SDH/SONET equipment is supported by the
WIS. Many of the functions of the overhead bytes are either partially supported or
not supported at all. Bit Interleaved Parity (BIP) code generation and analysis, a
minimum set of SDH/SONET alarms and path trace messages are supported.

MAC sublayer

MAC Frame MAC Frame
_____ | HDR| Payload | _ _ _ _ [ HDR] Payload | _ _ _ _ _
PCS Sublayer ! } I }
| \ | \
| \ | \
[ T T [ 3§ T T T T T 1-T 7
[— N
66 bits block \
\
WIS Sublayer
Y STM-64 / OC-192
Regenerator Section Overhead I POH ! |
el pelSLIR 1N NR D 381 302 303 S 385 300 30 345505 | ! |
ATATA]  ATATATAZAZAZA]  [3AIAIAIAZIGZGZq]  MZ0ZG ~ | | |
BT [\ { \ sﬁf ~ 577 17280,
i i / 1
) J1 N7
- . . . N RSOH [ oal
Administrative Unit Pointer N3 B3|
123 191 192 193 194 195 196 381 382 383 384 385 386 387 575 576 _
IR iiirpns (rpmeeag (g JAupr| [ 5
) ) /5 )
Multiplexer Unit Overhead ’ o
123 191 %%3.’&&& &ﬁ&&%ﬂgﬂ 575 576 6 — 2
BET] P 1 717 I[__ 7fwson | [ &
1 | [ 6 [
\ | \ I
) ) ) y —
St/ [ M L / -
VC4-64c / STS-192c SPE
JO: Section trace message J1: Path trace message
A1=0xF6, A2=0x28: Frame Alignment B3: Path Bit Interleaved Parity
B1: Regenerator Section Bit Interleaved Parity C2: Payload type (fixed to Ox1A)
B2: Multiplexer Section Bit interleaved Parity G1: Path status

H1, H2, H3: pointer bytes

K1, K2: APS protocol, fixed values

S1: Synchronization messages, fixed to OxOF
M1: Remote Error Indication (REI)

Z0: reserved

Figure 1.13 Mapping of 64B/66B data into a simplified STM-64 / OC-192 frame performed
by the WIS in the IOGBASE-W interfaces

SDH synchronization is not supported. This means that it is not necessary to
synchronize the Ethernet equipment with a central clock in the same way that is done
with SDH/SONET devices. Therefore, Ethernet equipment continues being asyn-
chronous. Low-rate container multiplexing and protection switching are not support-
ed either. The transmitter does not need a pointer processor, but it is needed at the
receiver end, because pointer adjustments may occur within the SDH/SONET net-
work, and the receiver still needs to be able to demap the tributary signal.
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The PMD layer for the 10GBASE-W interfaces is the same as for the
10GBASE-R interfaces. The SDH/SONET specification is not followed at this level.
The objective is to be able to manufacture inexpensive Ethernet equipment compet-
itive with other WAN technologies.

1.3.4 Auto-Negotiation

The wide variety of Ethernet versions with different physical media, bit rates and
protocols have meant that the ability to install a connection without human interven-
tion has become important.

The purpose of auto-negotiation is to find a way for two linked stations to com-
municate with each other, regardless of the Ethernet version that is implemented.
Auto-negotiation is performed during link initiation, using the following procedure:

*  Inform the far end on the Ethernet version and options implemented.

*  Acknowledge features that both stations share, and reject those that are not
shared.

*  Configure each station for highest-level mode of operation that both can sup-
port.

Auto-negotiation is specified as an option for I0BASE-T, 100BASE-TX, and
100BASE-T4, but it is a requirement for 100BASE-T2 and 1000BASE-T imple-
mentations.

1.3.4.1 Auto-Negotiation for Twisted-Pair Media

Auto-negotiation uses unframed pulses to advertise and respond to optional
capabilities. Once both sides have agreed on a common configuration, a logical link
is established. The type of station is identified, and the station with most features
must reduce its capabilities according to a list of priority resolution criteria (see
Table 1.4).

Auto-negotiation pulses are grouped in bursts known as Fast¢ Link Pulse (FLP)
bursts. These bursts replace the older Normal Link Pulses (NLPs) that were first
defined for 10BASE-T signals, to enable stations to inform remote peers on their
availability. One NLP is generated every 16 ms if the transmitter station is not busy.
FLP bursts follow the same timing as NLPs, but FLP bursts include from 17 to 33
pulses rather than a single pulse. In an FLP burst, positions 1, 3, 5,7, 9, 11, 13, 15,
17,19, 21, 23, 25, 27, 29, 31, 33 are always filled by a pulse. All the other 16-bit
positions may be filled by a pulse or not, depending on the information transmitted.
With this encoding, stations can transmit auto-negotiation information in 16-bit
words (see Figure 1.14).
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Unlike ordinary Ethernet frames, FLP bursts are made up of unipolar pulses that
have two possible values: 0 V or +1 V. Thanks to this feature, the receiver can dis-
tinguish FLP bursts from ordinary Ethernet data pulses. FLP bursts have also been
designed to be backward compatible with older network interfaces that do not sup-
port auto-negotiation.

Table 1.4
Priority resolution

Priority Type

highest 1000BASE-T full-duplex
1000BASE-T
100BASE-T2 full-duplex
100BASE-TX full-duplex
100BASE-T2
100BASE-T4
100BASE-TX

. 10BASE-T full-duplex

lowest 10BASE-T

Auto-negotiation was first defined for 10/100 Mbit/s interfaces operating over
twisted pair, and was later extended to 1000 Mbit/s. Today, 10BASE-T,
100BASE-T and 1000BASE-T are all compatible, and there are low-cost, highly
scalable Ethernet cards available that support data transmission at all three rates.

16+8ms

NLP "

1 2 3 4 5 6 7 8 9 10 MM 12 13 14 15 16 17

SERSRESEEIRINER

1 o o0 1 0o 0

FLP data
encoding

°—p
°o—»

1

0010011001010000 - 0x2650

Figure 1.14 NLP pulse train and FLP bursts for 10/100/1000BASE-T auto-negotiation.
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1.3.4.2 Auto-Negotiation in Optical Transmission Media

The various fiber optic Ethernet standards (10BASE-F, 100BASE-FX and
1000BASE-X) use different wavelengths of optical signaling, which makes it im-
possible to come up with an auto-negotiation signaling system that would work
across all three.

Instead, only the 1000BASE-X fiber optic media system has a specification for
auto-negotiation. 1000BASE-X auto-negotiation is used to determine if half-duplex
or full-duplex mode is used. Flow control and remote fault indications are also de-
cided.

The 1000BASE-X Auto-Negotiation standard is defined in Clause 37 of the
IEEE 802.3 standard. Auto-negotiation over optical interfaces uses 16-bit words, but
it cannot be based on FLP bursts. Instead, they use reserved combinations of 8B/10B
codes used in 1000BASE-X interfaces. A message containing all negotiable param-
eters is interchanged between the two stations connected through a link.

1.4 THE ETHERNET MAC

The shared Ethernet medium access protocol is based on the ALOHA mechanism.
In ALOHA, stations share the transmission medium by using a simple multiple-ac-
cess protocol:

1. Any station can transmit a packet at any time, indicating the destination
address.

2. Once the packet has been sent, the transmitter keeps waiting for the
acknowledgment (ACK) from the receiver.

3. Stations are always listening and reading the destination address of all packets.
If a packet received matches the station’s address, the station verifies that the
Cyclic Redundancy Check (CRC) of the packet is correct before answering
with a short ACK packet to the transmitter.

4. If after certain time the ACK is not received by the transmitter, due to a bad
CRC or for any other reason, the packet is resent.

The time the transmitter waits for the ACK must be at least twice the latency of
the network. This is to allow time for the packet to reach the most distant destination,
and then for the ACK to reach the transmitter.

One of the most common CRC errors occurs when two or more stations try to
transmit at the same time. This causes interference, making it impossible for any
packet to be received. This situation is known as a collision.
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Collisions mean that the maximum theoretical efficiency of ALOHA-like sys-
tems is about 18%. In an improved version, known as Slotted ALOHA, synchro-
nized stations dividing transmit time into windows. To reduce the probability of
collisions, stations could only start a transmission at specific times. This increases
the maximum efficiency to 36%.

The poor performance of ALOHA-like systems drove the development of CS-
MA/CD to provide a more efficient Medium Access Control (MAC) protocol that
would minimize the impact that collisions have on efficiency.

1.4.1 CSMA/CD

The first part of this protocol, the CSMA, forces any station wishing to transmit to
Listen to the channel to check if another transmission is in progress. But, despite the
precautions of the CSMA, two or more stations may still attempt to transmit at about
the same time, which is when a collision will occur.

Collisions cannot be avoided completely, but their effect can be minimized by
reducing the duration of the collision. An important improvement can be made if the
station continues listening to the channel while transmitting. It will then be able to
stop the transmission immediately after a collision is detected (Collision Detection,
CD). A collision enforcement jam signal is sent, to tell all the stations that a collision
has happened (see Figure 1.15). This completes the CSMA/CD protocol. The de-
tailed procedure is the following:

1. Listen to the channel. If a frame is ready to be sent to another station, first
check if another transmission is in progress.

2. If the channel is idle for a certain minimum period of time, called the
InterFrame Gap (IFG), start transmission.
If the channel is busy, go to step 1 and start again.

3. Ifthere is no collision, the receiving station checks the CRC value. If this value
is correct, it is delivered to the higher layer. If it is not correct, the whole frame
is discarded and the process must be restarted from step 1.

4. TIfacollision is detected during transmission, stop the transmission of the frame
and transmit a jamming signal to notify all stations that a collision has
occurred. All the stations must stop transmitting.

5. All the stations must wait during a random time, different for each one, before
trying a new transmission. Go to 1.
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Ready to send?

) Transmit while
listening

Collision
detected

Restart process

0]

(d) | No collision
A 4

1. Stop transmission
2. Transmit jam signal
3. Wait random time

0

Figure 1.15 CSMA/CD flow chart operation in half-duplex.

Frame 1
Frame 2
Collision
Jam
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1.4.1.1 Collisions

Collisions are the result of a propagation delay between stations, and therefore they
are a normal part of the operation of half-duplex Ethernet. However, if there is a
large number of collisions, network efficiency is severely affected. We can also see
that if the transmitter detects the collision before sending the last byte, this reduces
the negative effects (see Paragraph 1.4.1). To make this possible, frames have to be
long enough to completely fill the medium. Then, if a collision occurs, the transmit-
ter will detect the collision and restart the process, rather than waiting for an ACK
that never arrives.

To completely fill the medium, frames must have a minimum size to compen-
sate for propagation delays and other types of delays before they reach the edge of
the network. Ethernet Transmitters always wait during a certain number of slot times
(integer numbers only) before retransmitting the data again when they detect a col-
lision. In 10 Mbit/s and 100 Mbit/s, the slot time matches the Minimum Frame Size
(MFS). GbE networks operating in half-duplex mode are faster and the time slot for
them is longer. This will make sure that all stations in the network detect collisions
on time (see Table 1.5). When full-duplex versions of Ethernet are used, collisions
are avoided, which is why the concept of slot times does not apply.

Table 1.5
Ethernet Timing parameters (half-duplex operation)

Parameter 10 and 100 Mb/s 1000 Mb/s

Slot Time 512 bit times 4096 bit times
Minimum Inter-frame gap 96 bit times 96 bit times

Maximum attempts 16 16

Back-off limit 10 10

Size of jam signal 32 bits 32 bits

Maximum frame size 1518 bytes (12144 bits) 1518 bytes (12144 bits)
Minimum frame size 512 bits (64 bytes) 512 bits (64 bytes)

In some exceptional cases, a late collision may occur after transmitter has sent
the last byte. In this case, the CSMA/CD layer is not aware that a collision has oc-
curred, and hence it will not try to resend the packet. Higher-layer protocols will
therefore need to resend the packet
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1.4.1.2 The Collision Enforcement Jam Signal

Transmitters in a shared Ethernet network replace the original signal by a 32-bit jam
signal when they detect a collision. If the collision was detected during the 64-bit
preamble, the preamble is still sent out, but the 32-bit jam signal is appended to it,
so that a minimum of 96 bits is transmitted.

The jam signal ensures that all stations are aware of a collision that has occurred.
Repeaters must reinforce the detection of a collision by retransmitting the same col-
lision signal on all ports. This way, all devices connected to the ports are aware of
the collision (see Figure 1.15).

1.4.2 The Ethernet Frames

The DIX frame was the first format adopted by the DIX cartel. In 1983, when the
IEEE released the first 802.3 standard, the Start Frame Delimiter (SFD) field was
defined, and this was little more than just a name change. More important was the
Length field, since this allows management of the padding operation at the MAC
layer, rather than passing this function to higher protocol layers.

In 1997 the IEEE accepted the use of both Type and Length interpretations of
the field that had previously been Type in DIX frames and Length in IEEE 802.3
(1983) frames (see Figure 1.16).

1.4.2.1 Frame Fields

The structure of an IEEE 802.3 ‘Ethernet’ frame is the following:

®  Preamble, a sequence of 7 bytes, each set to “10101010°. Used to synchronize
the receiver before actual data is sent.

*  Start Frame Delimiter (SFD), One byte of alternating 1s and 0s, the same as
the preamble, except that the last two bits are 1. This is an indication to the re-
ceiver that anything following the last two 1s is useful and must be read into
the network adapter's memory buffer for processing.

*  Destination (MAC) Address, Source (MAC) Address (DA, SA), There are three
types of addresses: a) unique, 48-bit address assigned to each adaptor, each
manufacturer gets their own range; b) broadcast: all 1s, which means that all
the receivers must process the frame; ¢) multicast: first bit is 1 to refer to a
group of stations (see Figure 1.17).

*  Type, A descriptor of the client protocol being transported (IP, IPX, AppleTalk,
etc).
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1 2 3 4 5 6 7 8 bytes 1 2 3 4 5 6 7 8 bytes

7 Preamble 7

Preamble (0x55-55-55-55-55-55-55)
(0xd5-55-55-55-55-55-55-55)

1 SDF (0xd5) 1

MAC DA 6 MAC DA 6

MAC SA 6 MAC SA 6

Type 2 T/L 2

Tv Data Zr46~1500 =2 LLC data = 4671500

FCS 4 FCS 4

DIX frame Ethernet frame (IEEE 802.3)

DSAP
SSAP 1
Control 1~2
Variable size layer 3 data

(IP, IPX, Appletalk,...) |
— Payload s
:E Pad ot
T T

Preamble: Synchronization pattern.
SDF: Start of frame delimiter. LLC frame (IEEE 802.2)

MAC DA: Destination MAC Address.

MAC SA: Source MAC Address.

Type: Indicates the nature of the client protocol (IP, IPX, Appletalk,...).

T/L: Number of bytes of the LLC data if less than 0x0600, otherwise indicates the payload type.
FCS: Frame Check Sequence CRC code based on all the fields except the preamble and SDF.

DSAP: Destination Service Access Point

SSAP: Source Service Access Point

Control: Miscellaneous LLC control information.

PAD: Bytes added to ensure a minimum frame size of 64 bytes.

Figure 1.16 The basic 802.3 MAC frame format.

Length, The size of the data field, not including any pad field added to obtain
minimum frame size. The maximum size is 1518 bytes (preamble and SDF are
not included).



26 Gigabit Ethernet Roll-Out

bytes bytes
( Individual/Group Address Bit |1 Individual/Group Address Bit 1
Globally/Locally Administered Bit
2 2
oul Ooul
3 3
4 4
Vendor- 5 Vendor 5
6 6
~
DIX MAC Address IEEE MAC Address

OUI: Organizationally Unique Identifier, IEEE-administered code

Vendor: Administered by the manufacturer.

Individual/Group Address bit: Indicates whether the address is unicast (0) or
multicast. Broadcast MAC address is ff-ff-ff-ff-ff-ff.

Globally/Locally Administered bit: Indicates whether the frame is globally
unique (0) or locally administered (1).

Figure 1.17 The 24-bit block administrated by the IEEE is known as the Organizationally
Unique Identifier (OUI). A vendor obtains an OUI number and has another 24-bit
block to build up to 2 exp 24 Ethernet devices.

*  Logical Link Control (LLC), The payload, can contain from 48 up to 1500
bytes of data.

®  Pad, All frames must be at least 64 bytes long (see Paragraph 1.3). If the frame
is smaller, it contains a pad field to reach the necessary 64 bytes.

*  Cyclic Redundancy Check (CRC), the value of this field is used to check if the
frame has been received successfully, or if the contents have been corrupted.

1.5 THE ETHERNET LLC

The mission of the Logical Link Control (LLC) is to make Ethernet appear to be a
point-to-point network, regardless of whether the MAC layer is using a shared or
dedicated transmission medium.

The LLC can provide three types of services:

1.  Unacknowledged connectionless service, which is a simple datagram service
just for sending and receiving frames. Higher layers take care of flow and error
control.

2. Acknowledged connectionless service, where received frames are verified and
ACK is sent even if the connection has not been set up.

3. Connection-oriented service, which establishes a virtual circuit between two
stations.
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1.2 3 4 5 6 7 8 Dbytes

DSAP 1 o . .
DSAP: Destination Service Access Point

SSAP 1 SSAP: Source Service Access Point
Control: Miscellaneous LLC control information.

Control

- Payload
T 1

LLC frame (IEEE 802.2)

Figure 1.18 Logical Link Control (LLC) format.

Destination Service Access Point (DSAP) and Source Service Access Point (SSAP)
use one-byte fields assigned by the IEEE to identify the location of the memory buf-
fer on source and destination devices where the data from the frame should be stored.

The control field is either 1 or 2 bytes long, depending on which service is specified
in the DSAP and SSAP fields. For example, if the value is 3, which indicates an ‘un-
numbered format’ frame, this means that the LLC uses an unacknowledged, connec-
tionless service.

1.6 THE NETWORK LAYER

The Network Layer, or Layer 3, provides end-to-end connectivity between stations
that can use heterogencous underlying technologies (see Figure 1.19) but are not
necessarily attached to the same network. Routers are devices that are designed to
manage layer 3 protocols and data forwarding based on routing tables.

Despite their similarities, such as the ability of matching addresses to output in-
terfaces, routing and switching tables have fundamental differences:

* Layer 2 addresses are unstructured and simple to use, and are intended for a
short or medium number of destinations. Switching tables, that manage layer 2
host addresses, are built in a learning process based on previous transmissions.

* Layer 3 addresses are hierarchical to facilitate complex and efficient address-
ing for a large quantity of destinations. Routing tables manage layer 3 host and
network addresses. They are configured manually or by the routing protocols.
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(@)

Router

(b)

Router Router

Figure 1.19 Internetworking with routers. (a) A router is used to forward data from an Ethernet
network to a second Ethernet network. (b) A chain of routers delivers traffic from
an Ethernet network to a second Ethernet network through the Internet.

1.6.1 The Internet Protocol

The Internet Protocol (IP) is the most popular open-system protocol. It was con-
ceived by the U.S. Department of Defense (DoD) during the cold war to facilitate
communication between dissimilar computer systems and is a reliable technology.

1.6.1.1 Addresses and Networks

The addressing scheme of version 4 of IP is based on fixed length 32 bit addresses
commonly written in decimal dotted format (see Figure 1.20). For example,
62.22.33.1 is a valid IP address in dotted decimal representation.

Each 32-bit address is divided into two fields:

1. Network field, assigned by the Internet Network Information Center and is used
to identify a network.

2. Host field, assigned by the Network Administrator and is used to identify a host
on a network.

The size of each field varies depending on the type of address (see Figure 1.20),
so it is necessary to use a mask to obtain Network and Host identifiers. The Mask
must be supplied and stored in the routing tables because the routing tables are used
for assessing each field, of every, IP address.
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IP addresses

bits 1 8 32
[Network| Host | ClassA
bits 1 16 32
| Network | Host I Class B
bits 1 24 32
| Network | Host I Class C
IP Address Mask
Dec. 62./22.33.1 255.2/40.0.0
. e —
Bin. 00111110000101100010000100000001 11111111111100000000000000000000
[«—Network— Host >

00111110000100000000000000000000

62.16.0.0 Network Address

Figure 1.20 Relationship between the IP address, the network mask, the network address and
conversion between the binary and the dotted decimal representations. The 32-bits
mask has binary 1s in all bits specifying the network field and Os in the host.

1.6.1.2 1IP addressing in Ethernet Networks

Hosts within large Ethernet networks are commonly identified by their IP addresses,
rather than their MAC addresses. This fact not only means that hosts are independent
of their MAC addresses, it also means that a network host can be attached to differ-
ent layer 2 and layer 1 technologies whenever they keep a common layer 3 scheme.

1.6.2 Address Resolution Protocol

Imagine that a source host is willing to send a data packet to a destination host but
only has its IP address. To get the destination MAC address the source has to broad-
cast an Address Resolution Protocol (ARP) packet which contains the IP address of
the destination host and then wait for a response that contains the MAC address.
RFC826 describes the ARP.
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Source Destination
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10.0.0.2 (IP add) H
00:50:04:D0:B7:FA (MAC add) . ]

T2 10.0.0.3 (IP add)
£ 00:50:04:D0:B7:FB (MAC add)
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Figure 1.21 ARP operation when source and destination hosts are both in the same Ethernet

network.

1.6.2.1 ARP in a segment

First case (see Figure 1.21). Imagine a source and a destination host are attached to
the same Ethernet network:

AN e

Host J wants to send information to host K but only knows its IP address.

Host J broadcasts an ARP packet.

Host K responds to the request, the rest of the hosts ignore it.

Host J receives the response and matches the MAC and IP addresses of host K.
Data transmission from host J to K can now start.

1.6.2.2 ARP in different LAN segments

Second case (see Figure 1.22). Imagine source and destination hosts attached to dif-
ferent segments connected by a router in a LAN:

1.
2.
3.

Host J wants to send information to host S but only knows its IP address.
Host J broadcasts an ARP packet containing the destination IP address.

The router receives the ARP and reads the network field of the destination IP
address. The router finds out that the K host is in the other segment and
immediately the router responds to the ARP with its own router MAC address.

Host J receives the response and matches the MAC address of the router to the
IP address of host S.

Host J starts sending IP data to the destination using the router MAC address.

The router forwards IP data packets to host S through the outgoing interface
indicated by its routing table.
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Source Router Destination
R S
10.0.0.2 (IP) 172.16.0.15 (IP)
00:50:04:D0:B7:FA (MAC) 00:50:04:D0:B7:FB (MAC)

l

=Sl

Figure 1.22  ARP operation when source and destination hosts are in different Ethernet networks
and the information is forwarded between them by a router.

0 00

1.6.2.3 ARP in heterogeneous connections

Third case (see Figure 1.23). Imagine that the source and destination hosts are at-
tached to different technologies, that is, Ethernet and ADSL, so consequently there
is no continuity of MAC frames. A common solution is the use of layer 2 encapsu-
lation, like the Point to Point Protocol (PPP).

Source Router Destination

A R z

172.16.0.15 (IP)

'ﬁ 00:50:04:D0:B7:FB (MAC)

P

Internet

201.12.126.4 (IP)

o
2] 5

< — S
Figure 1.23  Access to a remote host placed behind a NAT firewall with a PPP connection to the
Internet.
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Routers connecting LANS to the Internet must facilitate the internal host’s, ex-

ternal connectivity and protect against unauthorized access. Network Address
Translation (NAT) is the mechanism to share the scarce public addresses used on the
Internet. NAT swaps private addresses for public addresses of the outgoing packets.
It does the opposite with incoming packets coming from the Internet.

Let us trace a sample of a remote access to an Ethernet host behind a NAT fire-

wall (see Figure 1.23):

1.7

Host A wants to send information to host Z but only knows its IP address.
Host A sends data using the destination IP address, however ARP is not
necessary because it is using PPP which is a point to point protocol.

The router R receives the packet. If the firewall rules grant access to the Z host
then the packet can pass. However if the router does not know the destination
MAC address, then it is necessary to perform an ARP operation.

Once the router obtains the MAC address of host Z it can forward the packet
that was received from host A. Before host A sends the packet, the NAT swaps
the addresses.

The packet is finally delivered to host Z. It has the source IP address of host A,
the source MAC address of router R, the private destination IP address of
host Z, and destination MAC addresses of host Z as well.

Before sending packets back, it is necessary to find out the MAC address of
host A using an ARP request. The router R, knows that host A is in a remote
network so it responds with its own MAC address.

The firewall must grant the traffic entry before the NAT swaps the private
source IP address for a public one. Finally the data packet progresses to the
Ethernet network.

The data is routed through the Internet and arrives at host A.

INSTALLING GIGABIT ETHERNET

Before installing Gigabit Ethernet, it is essential to know the equipment offered, and
the place in the market that each equipment occupies. The following is a basic view:

1000BASE-T: Using UTP Cat. 5 cabling guarantees compatibility with
10/100BASE-T installations, which means that it is easy to integrate and
migrate to.

1000BASE-CX: Designed to run on STP cabling, but completely overshadowed
by 1000BASE-T, this is not supported any more by manufacturers.

1000BASE-SX: Short-wavelength laser transmitted over multimode fiber, good
for campus and metro.
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* 1000BASE-LX: Long-wavelength laser transmitted over single/multimode fi-
ber, developed for the most demanding applications in terms of distance
and quality.

1.7.1 Some Things to Consider when Migrating

Many requirements and strategic considerations must be taken into account when
upgrading the existing networks to Gigabit Ethernet. While networking equipment
can be removed easily, horizontal cabling can be very difficult and expensive to re-
place.

1.7.1.1 Horizontal Cabling

For horizontal cabling, or cabling for desktop users, the choice is copper for
10/100/1000 Ethernet. 1000BASE-T will run on Cat. 5 cables (or better) for distanc-
es of up to 100 meters, and this bit rate is enough for most users for the next couple
of years. Existing Cat. 5 links should be able to support all current Ethernet rates
from 10 Mbit/s to 1000 Mbit/s, although they should be tested to make sure that they
can support gigabit rates.

Unless there are security or Electromagnetic Interference (EMI) concerns about
copper cabling, or stations are more than 100 meters apart, there is no compelling
business reason to deploy fiber to the desktop. Optical cabling is more expensive,
and cannot power network-attached devices. In contrast, IP phones, LAN web cams,
and other devices can be powered by using copper cabling.

1.7.1.2 Vertical Cabling

For vertical cabling, the best choice today is to deploy a mixture of multimode and
single-mode devices and cabling, depending on the requirements and the budget
available (see Figure 1.24). By using a mixed network, network managers achieve
backward compatibility with conventional 100BASE-FX, which uses Light Emit-
ting Diodes (LEDs) and will not run on single-mode fiber. Backward-compatibility
can also be achieved with 1000BASE-SX, which is cheaper than 1000BASE-LX.
Single-mode fiber will always be more expensive than multimode fiber.

1.7.1.3 Core and Long Haul
For core and long-haul installation, single-mode fiber is the best option. It can sup-

port all backbone lengths up to 10 000 meters at 1000 Mbit/s, but it will also be ca-
pable of supporting backbone use at 10-gigabit data rates in the future.



34 Gigabit Ethernet Roll-Out

VLAN
Metro/Core cabling
METRO
Giga Switch Access/Campus cab

Fiber SMF/MMF 1 Gbit/s

Campus

Vertical cabling

-

Server switch Seer
1000000
o
UTP . .
Horizontal cabling
LAN
10/100/1000 Mbit/s
Building A Building B

Figure 1.24 Migration to Gigabit Ethernet, cabling and bit rates.

1.7.2 Gigabit Interface Converter

The Gigabit Interface Converter (GIBIC) modules have become the most common-
ly used interface for Gigabit Ethernet, providing hot-swappable modules that fully
support each physical layer. There are many manufacturers, and the equipment is
small and pluggable in the standard slot.
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Chapter 2

Switched Ethernet

Since the first Ethernet card was manufactured, the technology has evolved contin-
uously, showing a great ability to adapt to new technologies as well as to the growing
business needs.

Shared medi l
ared media Dedicated media

Figure 2.1  From shared media to dedicated media.

Ethernet was originally defined as a shared-media technology, where all the sta-
tions had to compete to get access to the common transmission medium. However,
this limitation no longer exists, as new versions have been developed where stations
do not need to compete for transmission resources.

2.1 THE EVOLUTION FROM SHARED TO DEDICATED MEDIA

Sharing media means to share not only bandwidth but also problems. A simple dis-
continuity in a 10BASE-2 or 10BASE-5 cable could mean that all the attached de-
vices are unavailable. IOBASE-T addressed this problem by dedicating a cable to
each station and connecting all of them to a sub (see Figure 2.1). The first hubs were
only central points of the cabling system, but soon enough intelligence was added to
detect anomalies and to disconnect stations that were causing problems.

One of the fundamental problems of CSMA/CD within a shared-bandwidth me-
dium is that the more traffic there is on the network, the more collisions there will
be. That is, when the use of the network increases, the number of collisions increases
as well, and the network could become unmanageable or even collapse (see
Figure 2.2). To solve this problem, Ethernet switches and bridges were introduced

37
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(see Paragraph 2.2). These devices forward MAC frames by means of MAC address-
es, and make better use of transmission resources than hubs based on frame broad-
casting.

Ethernet Throughput (Mbit/s) Dropped Frames (%)
A A

80 1

Frame Size

Frame Si
1024 bytes ame size

Frame Size 60 + 1024 bytes

64 bytes

40 -

Frame Size
64 bytes
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Number of Hosts Number of Hosts
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v

Figure 2.2  Shared Ethernet collapses as the number of hosts increases. Optimum performance
is obtained for three or four stations.

To cut down on the number of collisions, the first step is to use segmentation by
means of bridges. Switches subdivide the network into multiple collision domains.
This reduces the number of stations competing for the same resource. The second
step is to dedicate one segment to those stations that have high bandwidth require-
ments. The final step is to configure a network that is totally switched (see
Figure 2.3). In this type of networks, each station has its own collision domain. Col-
lisions are thus impossible, and each station gets to use the whole bandwidth (so, it
is not shared). Those Ethernet networks where each station has its own collision do-
main are called micro-segmented networks.

Switch

(a)

One segmen

Bridge

QQQ‘Q Q‘Qﬂg (b)

Segment A Segment B
Segment C

Figure 2.3  Segmentation and switching. (a) Shared Ethernet with bus topology. (b) Segmentec
Ethernet. (c) Microsegmented Ethernet.
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2.2 BRIDGING

Bridging is a forwarding technique for packet-switched networks that makes no as-
sumptions about where in a network a particular station is located. Instead, broad-
casting is used to locate unknown devices. Once a device has been located, its
location is recorded in a switching table to preclude the need for further broadcast-
ing. Ethernet switches and bridges use bridging as specified in standard
IEEE 802.1D.

Both switches and bridges contain a table that is used to switch Ethernet frames
to the right output interface. These tables store pairs of destination addresses and as-
sociated output interfaces. When a frame enters the switch in a specific interface, the
destination MAC address is checked:

1. Ifthe address is found in the switching table, the frame is delivered to the asso-
ciated output interface.

2. If the address is not found, the frame is broadcast to all the output interfaces
except the incoming one.

The source MAC address is also checked for every incoming frame:
1. If the address is not found in the switching table, it is stored in the table and

associated to the incoming interface. This prevents broadcasting when the
same address is found in the destination field of other frames.

2. If the address is found in the switching table, no action is needed.

An Ethernet bridge can be considered an Ethernet switch with only two ports.
Historically, bridges appeared before switches.

Switch

=

Figure 2.4  Segmentation reduces the probability of collision; full-duplex and switching
removes it completely.

In micro-segmented networks, each station is connected to a switch port.
Switching eliminates the possibility of collisions, making CSMA/CD (see Para-
graph 1.4.1) unnecessary. More precisely:
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*  The carrier-sense protocol is not needed, because the media is never busy, as
there is a link dedicated for each transmitter/receiver couple.

* The collision detection protocol is not needed either, because collisions never
happen, and no jamming signals are needed.

2.3 FULL-DUPLEX OPERATION

To guarantee access to the media, it is important that simultaneous transmission
from and reception by the same station occurs without any interference. The classic
half-duplex (HDX) operation of Ethernet can be replaced by full-duplex (FDX) op-
eration. A station connected to a I00BASE-T interface can transmit at 100 Mbit/s
bit rate and receive data simultaneously at 100 Mbit/s

Furthermore, in switched Ethernet networks, distance limitations are removed.
Note that in shared networks, distance and frame size were restricted to allow sta-
tions to detect collisions while transmitting. In FDX systems the distance between
stations depends on the characteristics of the media and the quality of the transmit-
ters; predefined limits do not apply.

>096 bit
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[[[I:< 1] | Frame | _g;ipl Frame | gap | Frame | _ga_p| Frame | — H][
IRIENS IE N
AR HIEEES
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Figure 2.5 FDX operation enables two-way transmission simultaneously without contention,
collisions, extension bits or retransmissions. The only restriction is that a gap must
be allowed between two consecutive frames. FDX also requests flow control, which
is transmitted by the receiver to request that the transmitter temporarily stops
transmitting.

One side-effect of FDX occurs when a transmitter that is constantly sending
packets causes the receiver buffer to overflow. To avoid this, a pause protocol was
defined. It is a mechanism whereby a congested receiver can ask the transmitter to
stop transmission.

This protocol is based on a short packet known as a Pause frame (sce
Figure 2.5). The pause frame contains a timer value, expressed as a multiple of
512-bit times; this specifies for how long the transmitter should remain silent. If the
receiver becomes uncongestioned before this time has passed, it may send a second
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pause frame with a value of zero to resume the transmission. The pause protocol op-
erates only on point-to-point links and cannot be forwarded through bridges, switch-
€s or routers.

1 2 3 4 5 6 7 8 bytes

Preamble 7
(0x55-55-55-55-55-55-55)

SDF (0xd5) 1
MAC DA 6

MAC SA 6 Ethertype: Indicates MAC control (0x88-08)

Opcode: Indicates Pause frame (0x00-01)
Ethertype (MAC Control frame) | 2 Timer: Time is requested to prevent transmission
Opcode (PAUSE) 2
Timer 2
= Reserved == 42

FCS 4

Ethernet Pause frame

Figure 2.6  Pause frame, used for the flow control protocol. The unit of pause time equals to
512 bits. If pause time is 0, transmission should be stopped.

Gigabit Ethernet introduces the concept of Asymmetric Flow Control (AFC),
which lets a device indicate that it may send pause frames, but declines to respond
to them. If the link partner is willing to co-operate, pause frames will flow in only
one direction on the link.

There are full-duplex operation modes for all the important interfaces that oper-
ate at 10, 100 and 1000 Mbit/s. Gigabit Ethernet can run in either half-duplex or
full-duplex mode. While this is true in theory, nearly all the demand for GbE is for
full duplex. In spite of this, it was necessary to increase the slot time to 512 bytes, to
make sure that CSMA/CD works correctly (see Paragraph 1.4.1.1). However, if GbE
is only used in full-duplex mode, CSMA/CD can effectively be removed.

CSMA/CD would impose too restrictive operation to 10GbE devices. Therefore
there is not half-duplex operation for them. They always run with full-duplex mode.
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2.4 VIRTUAL LANS

Virtual LAN (VLAN) is a local-area network that is logically segmented on an orga-
nizational basis, by functions, project teams or applications, rather than on a physical
or a geographical basis. The network can be reconfigured through software, instead
of physically unplugging and moving devices or wires. Stations are connected by
switches and routers (see Figure 2.7). VLANs are an important contribution to scal-
able Ethernet networks, because they limit broadcast traffic inherent to the bridging
mechanism. Large amounts of broadcast traffic may damage performance and even
collapse network equipment, which is why it must be controlled (see Figure 2.8).

Router

lg’hysical segméntation Logical segmentation with VLAN

Figure 2.7  Virtual LAN vs. Segmented LAN.

Every virtual switch remains isolated and can only be communicated to other
virtual switch by a layer-3 device. Ports from different physical switches can be at-
tached to the same VLAN, and distant stations separated by thousands of kilometers
could be part of the same virtual segment. The switch knows how to process traffic
from different VLANS, because each Ethernet frame transmitted between switches
has a special label that carries a VLAN IDentifier (VID). The format of VLAN labels
(see Figure 2.9) is defined in the IEEE 802.1Q standard.

SPARC 2 CPU Performance (%)
A
1007
60+
40+

20+

, Background ARP traffic
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200 400 600 800 1000 (packets/s)

Figure 2.8  Loss of performance of a workstation due to broadcast Ethernet frames transporting
ARP data.
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VLANS are created to provide the segmentation of services regardless of the
physical configuration of the network. VLANSs include address scalability, security
and network management. Routers in VLAN topologies are very important, because

they provide broadcast filtering, addressing and traffic flow management.

bits
1 2 3 4 5 6 7 8 bytes

Preamble (0x55) 7
SDF (0xd5) 1
MAC DA 6
MAC SA 6
bits 1 2 3 4 5 6 7 8
<z( > Ethertype (Q-tagged frame) 2 Priority | CFI
48
> TCI A | 2 VID
2
T/L Priority: Priority bits
I A CFI: Canonical format indicator
T - VID: VLAN identification tag
FCS 4

Ethernet Q-frame (IEEE 802.1Q)

Ethertype: Ethertype for VLAN frames (0x8100)
TCI: Tag control information, contains the VLAN ID
and other fields

Figure 2.9  Ethernet frame with 802.1Q VLAN field structure.

2.5 TOPOLOGIES

The first Ethernet networks were implemented with a coaxial bus structure, up to
100 stations per segment. Individual segments could be interconnected with repeat-
ers, as long as multiple paths did not exist between any two stations.

During the 1980s, bridges and routers reduced the number of stations per seg-
ment to split traffic in a more logical way, according to the user requirements. Sep-
arating traffic by departments, users, servers or any other criteria reduces collisions
while increasing aggregated network performance.

Since the early 1990s, the network configuration of choice has been the
star-connected topology. The center of the star is a hub, a switch or a router, and all
connections are point-to-point links from the center to the station. This topology has
proven to be the most flexible and easy to manage in LAN networks, and it is inde-
pendent of the technology and the physical medium being used.
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New high-speed versions have gained increasing acceptance since the year
2000, competing for the campus and metropolitan markets where point-to-point,
ring, and even meshed topologies are common. The adoption of fiber optics has been
key to increasing distance and bit rate. A new standard for the local loop has been
approved (IEEE P802.3ah, June 2004), so that Ethernet can compete for broadband
access where twisted copper pair is the common physical layer.

Bus (not used anymore) Point-to-point

P I

I Access If( %4@

Point-to-multipoint

O

Campus
Hybrid
EB
A

Figure 2.10 Topology is a very general term, and only very simple networks can be classified
into one topology only. Ethernet networks could be a combination of several trees
interconnected to other trees and remote services as well, using different solutions
such as point-to-point, multipoint or hybrid.

2.6 GIGABIT AND 10 GIGABIT APPLICATIONS

Just a few years ago Ethernet was just a successful LAN technology. Standardization
of long-haul optical 1 Gbit/s and 10 Gbit/s interfaces makes it possible to use pure
Ethernet solutions in MAN and WAN environments as well as in LAN.

2.6.1 LAN Applications

In LAN, the new Ethernet interfaces are used where legacy Fast Ethernet interface
has become a bottleneck. Some of these LAN applications are:

* Aggregation of multiple lower-rate segments in switch/server links

*  High-traffic interswitch trunk links

* Interconnection of servers in clusters of servers
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* LAN extension between buildings in campus applications, or communication
between remote LANs

Two gigabit interfaces have been especially designed to reuse the installed LAN
infrastructure, 1000BASE-T and 10GBASE-LX4. The former can reuse the Cat 5
UTP cable with the same distance limitations as Fast Ethernet, and the latter is suit-
able to take advantage of the installed MMF over short distance (300 m) links. The
10GBASE-LX4 can also be used for long-distance (up to 10 km) applications, if
10 um SMF is used instead of MMF.

2.6.2 MAN Applications

Metropolitan Area Networks are perhaps the most attractive environment for new
Ethernet technologies. The use of 10GbE in MAN is rather similar to the use of GbE,
but 10GbE makes it possible to have some hierarchy within the network. Interfaces
working at 10 Gbit/s can be used for the backbone, and 1 Gbit/s can be used for ac-
cess links.

Under certain circumstances, legacy SDH/PDH access and metropolitan net-
works can be replaced by Ethernet. Especially in cases like VPN, where the network
only transports IP data generated at Ethernet stations. This way, the metro service
provider (SP) can benefit from technological simplification and reductions in main-
tenance costs.

The case of SDH network installations transporting circuits being used by
Frame Relay (FR) or Integrated Digital Services Network (ISDN) is quite different.
In this case it is probably better to migrate to the Ethernet packet friendly Next Gen-
eration SDH, while partially substituting the access network with Ethernet over mul-
timode or monomode fiber.

Metro service providers have already started to install gigabit services with dark
fiber as a fundamental transport facility. This could be a cost-effective alternative to
the traditional SDH/SONET network. It is difficult to scale this solution beyond ded-
icated point-to-point circuits due to the broadcast nature of Ethernet traffic. A simple
service provider network based only on MAC switching of traffic from various cus-
tomers would be difficult to manage, and it would also cause security problems.

An interesting alternative to the use of dark fiber for gigabit and multigigabit
services is Ethernet over dark wavelength when a WDM-based network is available
in the MAN. WDM networks are transparent to the upper transmission layer, and
virtually any technology, including Ethernet, can be deployed over them. The prob-
lem of this solution, again, is the lack of scalability and granularity of the bit rate: it
would be expensive to provide a complete wavelength, if its transmission bandwidth
is not going to be used (see Figure 2.11).
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Figure 2.11 10GDbE applications for MAN: (a) Classical MAN based on SDH/SONET.
Ethernet is not used in the SP network. (b) Ethernet over dark fiber solution.
(c) Ethernet over dark wavelength solution.

The Metro Ethernet Forum (MEF), the Internet Engineering Task Force (IETF)
and the ITU-T are working to find the solutions to allow the deployment of Carrier
Class Ethernet that will make it possible to define bandwidth profiles similar to the
existing Frame Relay and ATM access services. This includes the definition of ge-
neric services and interfaces. Carrier Class Ethernet is not only a low-cost solution
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to interface with the subscriber network and carry its data across long distances, but
a true convergent network for any type of information, including voice, video and
data.

2.6.3 WAN Applications

While Ethernet is expected to be competitive with traditional transport technologies
(FR, ATM, SDH/SONET) in MAN environments, in wide area networks Ethernet
will continue to be a complementary transmission technology for some time (see
Figure 2.12).

\ .‘ = Legacy SDH
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Figure 2.12 Coexistence of Ethernet with legacy transport technologies: (a) WIS interfaces
are used for easy internetworking with legacy SDH equipment. (b) NG-SDH
equipment allows to use the existing infrastructure for transporting either TDM
or the new packet-based services.

WANSs are completely dominated by SDH/SONET and ATM equipment. Big
investments in these technologies and the lack of maturity of Ethernet for WAN
makes it impossible to quickly migrate to an Ethernet-based native packet core net-
work.

The 10GBASE-W allows easy internetworking with SDH/SONET equipment
(see Paragraph 1.3.3.2). The SDH/SONET network has developed, and nowadays it
is packet aware. This Next Generation SDH is an interesting alternative for packet
transport over the backbone optical network.
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However, it is expected that with time, Ethernet or other packet-based technol-
ogies will play a more important role in the WAN. Some experts think that moving
the existing SDH/SONET functions to the optical layer will make TDM transport
unnecessary, and SDH/SONET will disappear from the protocol stack.

The evolution of the optical layer will probably lead to a Generalized MultiLa-
bel Switching (GMPLS) managed optical Dense WDM (DWDM) network. Ethernet
will be mapped directly over different lambdas, and it will perform similar functions
as ATM today: service multiplexing, layer-2 switching and QoS provisioning.

2.7 THE FUTURE OF ETHERNET

Manufacturers have recently been working on a higher-speed version of the Syn-
chronous Optical Network (SONET), boosting its capacity from 10 Gbit/s to
40 Gbit/s, which may have an impact on the future of Ethernet. One group of man-
ufacturers wants to piggyback on this work and develop a 40 Gbit/s version of Ether-
net based largely on the STM-256/0C-768 specification.

However, other groups want to maintain the ‘multiple of 10 strategy, which
would see 100 Gbit/s Ethernet as the next logical step. There is also a suggestion that
vendors are more interested in putting 10 Gigabit Ethernet into the local telephone
exchanges in order to obtain better returns, than investing in higher-speed Ethernet.
Faster Ethernet definitely has a future, but its placement and time scale are very un-
certain at the moment.
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Chapter 3

IP Multicasting

In the 1990’s, the most important Internet application was the World Wide Web
(WWW), a unicast client/server application. For the WWW, an application-layer
protocol called Hypertext Transfer Protocol (HTTP) is used by the client to request
information from a specialized server. This server then sends HTTP answers to the
client. Another popular application for the Internet is e-mail, where one sender de-
livers mail messages to the mailboxes of one or more recipients using an applica-
tion-layer protocol, the Simple Mail Transfer Protocol (SMTP). The e-mail
architecture is quite different from the WWW. E-mail is also a client/server applica-
tion, but it uses multicasting. In this case, the problem of multicast delivery is solved
by SMTP. From the point of view of the network, the paths to the different recipients

of an e-mail are seen as different routes by the intermediate routers.

Figure 3.1
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Service model for IP data applications: (a) The WWW service model: Unicast and
client/server-based. (b) The e-mail service model: Multicast application; multicast

delivery is solved at the application layer.
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Today, the convergence of circuit-switched and packet-based technologies is
making it possible to deliver voice, video and data using one single IP network.
Many of the new multimedia applications, such as IPTV or VoIP are multicast, but
the multicast service model of the e-mail application is not enough for these appli-
cations. It does not have the scalability and simplicity needed to deliver real-time
voice or video to hundreds or maybe thousands of receivers. To make an IP network
support triple play, it is necessary to implement multicasting in the network layer of
the protocol stack. This means that multicast delivery must be supported by interme-
diate routers as well, not only by terminal equipment.

IPTV

IPTV
Client

Router

Figure 3.2  Service model for the IPTV application. Multicast delivery is solved at the IP layer
and not at the application layer of the protocol stack.

The delivery of voice and video makes it necessary to install multicast routing
protocols in IP routers. The aim of these protocols is to find routing trees to send
multicast data to the destination; in other words, choose the correct outgoing inter-
face for incoming multicast packets. The second problem to be solved is how to
manage multicast groups. This means implementing a mechanism to add and re-
move recipients dynamically. This is done by using multicast addresses and the /n-
ternet Group Management Protocol (IGMP).

3.1 IP MULTICAST GROUPS AND THEIR MANAGEMENT

In the Internet and in any IP network, multicasting means the transmission of IP da-
tagrams to groups of hosts called multicast groups. Every multicast group is identi-
fied by a single IP address. Most of the IP addresses are used to identify hosts in the
network, but some of them are reserved not for hosts but for groups of hosts. The
multicast IP addresses are Class D addresses, which means that they all start with
“1110”. Expressed as decimals, these addresses fall in the range from 224.0.0.0. to
239.255.255.255.
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Table 3.1
Internet address classes

Address class First byte (binary) Addpress range (decimal) Number

Class A OXXXXXXX 0.0.0.0 ~ 127.255.255.255 2,147,483,648
Class B 10XXXXXX 128.0.0.0 ~ 191.255.555.555 1,073,741,824
Class C 110xxXXX 192.0.0.0 ~ 223.255.255.255 536,870,912
Class D 1110xxxx 224.0.0.0 ~ 239.255.255.255 268,435,456
Class E 1111xxxx 240.0.0.0 ~ 255.255.255.255 268,435,456

The Internet Assigned Numbers Authority (IANA) is in charge of the adminis-
tration of the Internet addressing space, including multicast addresses. Some ad-
dresses within the Class D range are reserved by the IANA for specific applications,
and others are dynamically assigned to transient multicast groups.

Those hosts that need to send data to a multicast group simply put the right mul-
ticast address in the destination address field of the IP datagrams sent to this group.
There are not many requirements for the transmitter, but IP multicasting must be
supported by the network, and the IGMP must be supported by the receiver in order
to join or leave multicast groups. Supporting multicasting in IP networks is not man-
datory; there are several compliance levels that range from no compliance at all to
full compliance.

Table 3.2
Some IP multicast addresses reserved by the IANA

Address Receivers attached to the group
224.0.0.1 All Systems on this Subnet
224.0.0.2 All Routers on this Subnet
224.0.0.5 All OSPF Routers

224.0.0.6 Designated OSPF Routers
224.0.0.9 RIP2 Routers

224.0.0.12 DHCP Server / Relay Agent
224.0.1.1 Network Time Protocol

There is no obligation for the members of a multicast group to be in the same
network. However, in a very simple IP multicasting model, all the members of the
group are in the same Ethernet network with the sender. In this case, the IGMP is not
needed, and it is possible to take advantage of the broadcast nature of Ethernet.

If not all the members of the multicast group are in the same network, a multi-
cast agent is needed. This is normally a router that delivers the data to the correct
destination. The routers in the multicast IP network must use a multicast routing pro-
tocol to be able to perform this task.
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3.1.1 Multicasting in Ethernet Networks

The IANA controls the block of Ethernet MAC addresses between
01-00-5e-00-00-00 and 01-00-5e-7f-ff-ff. When transmitting IP multicast data in an
Ethernet network, the destination address can be automatically mapped into a mul-
ticast Ethernet address. The 28 least significant bits of the IP address are copied to
the IANA-managed Ethernet address block explained above. For example, the mul-
ticast IP address 239.255.0.1 would be mapped into 01-00-5e-7f-00-01 for Ethernet.

The information arrives to all the hosts in the network, and those belonging to
the correct group can recognize the multicast Ethernet address and process the cor-
rect frames. Frames arriving to those hosts who do not belong to the group are dis-
carded.

Note that in the mapping process, five bits of the [P address are lost. This means
that there are 32 IP multicast addresses with the same Ethernet address. This does
not have to be a problem, if the use of IP multicast addresses is planned carefully.

Ambiguity
bits

Bits mapped to the
MAC address

IP Address
1110aaaa. aXXXXXXX.XXXXXXXX.XXXXXXX)S
— |

IP multicast | ‘
prefix

MAC Address ‘ ‘

00000001-00000000-01011110-0XXXXXXX-XXXXXXXX-XXXXXXXX

Ethernet MAC multicast prefix

Figure 3.3  Mapping of IP multicast addresses into Ethernet multicast MAC addresses

Ethernet multicasting works in a similar way in broadcast Ethernet networks
with shared transmission media and in switched networks with dedicated media. The
reason for this is that multicast traffic is broadcast by switches by default. In other
words, switched Ethernet behaves the same way as broadcast Ethernet for multicast
traffic. This could be a problem, especially in large networks, because multicast
Ethernet traffic is directed to hosts that do not request this traffic. In bridged carri-
er-class networks this may have security implications as well.



IP Multicasting 55

Destination #2 . Destination #3 Destination #2

g

Destination #1

Destination #1 (b)

Figure 3.4  (a) Switches not implementing IGMP snooping. (b) Switches implementing
IGMP snooping.

It is possible to avoid broadcasting of multicast Ethernet addresses, if IGMP
snooping is implemented in the switches. IGMP snooping means that layer-2 switch-
es can check (snoop) layer- 3 IGMP messages. This way, the switches know which
are the active multicast groups and who belongs to which group, and they can for-
ward multicast data to the correct ports.

3.1.2 Multicasting and the Internet Group Management Protocol

The IGMP is the network protocol that allows hosts to join or leave multicast groups,
and therefore it must be implemented by all hosts that wish to receive multicast in-
formation.

An important component of the IP multicasting architecture is the multicast
agent. This entity is in charge of:

*  Group management. The multicast agent grants or denies multicast group
membership to hosts. It finds and assigns IP addresses and access keys to the
groups and removes inactive hosts from them.

*  Multicast routing: The multicast agent forwards multicast traffic to remote net-
works. To do this, it associates IP addresses to sets of interfaces. It is not neces-
sary to maintain a full list of members (and their IP addresses) for every group;
routing can be performed just by knowing the network interfaces where the in-
formation needs to be forwarded to.

IGMP messages are transmitted between hosts and multicast agents that estab-
lish a client/server relationship. Hosts are clients and multicast agents are servers.
IGMP packets have the same format, defined by the IETF to include the following
fields:
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Figure 3.5  Joining a multicast group with IGMP: (a) The multicast agent routes traftic only to
the members of a multicast group (hosts 2 and 5). (b) Host 4 requests joining the
multicast group, and the multicast agent grants membership. (c) Now, the
multicast agent routes the traffic to hosts 2, 3 and 5.

*  Type: Describes the purpose of the IGMP packet. IGMP messages can be used
to join or leave groups, create new multicast groups, or confirm membership to
a particular group.

* Code: This field is only meaningful when creating a new group. It shows
whether the group is going to be public (value 0) or private (value 1). Public
groups can be joined freely, but private groups are protected with an access
key. In IGMP replies sent by multicast agents, the Code field shows whether
the request is granted, denied or pending.

®  Checksum: This field is for error detection purposes in IGMP messages. It is
the one’s complement of the one’s complement sum of the IGMP message. The
Checksum field itself is considered to be zero for this calculation.

bits
1 8 16 32 Type Message

Type | Code | Checksum 0x01 Create Group Request
0x02 Create Group Reply
0x03 Join Group Request
0x04 Join Group Reply

0x05 Leave Group Request
0x06 Leave Group Reply
Access Key 0x07 Confirm Group Request
0x08 Confirm Group Reply

Identifier

Group Address

Figure 3.6  IGMP message format

*  Identifier: 1t is useful to distinguish between the different request messages ar-
riving from the same host. This is why different IGMP messages from the same
host have a different Identifier field. When the multicast agent sends a reply, it
uses the same identifier as the request message.
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Group Address: The group address is assigned by the multicast agent; thus,
when creating a new group, the address is sent to the host in the Create Group
Reply message. When managing group membership, the IP address of the
group to be joined or left is sent in the join/leave request message.

Access key: This field is only meaningful when managing private groups. The
access key for private groups is assigned by the multicast agent in the Create
Group Reply message. The host needs to supply this key in the request mes-
sage in order to join or leave a private group.
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Chapter 4
Ethernet Access Networks

The standard IEEE 802.3ah for Ethernet in the First Mile (EFM) was released with
the aim of extending Ethernet to the local loop for both residential and business cus-

tomers.

10000 —
er

Carri
MAN  Ethernet WAN

Optical
— LAN

0.01 0.1
Figure 4.1  Ethernet applications and EFM

1000 —|

Electrical

LAN P2P

Optical
EFM

P2MP

100 —|

Bit rate
(Mbit/s)

10 —|

Legacy
Ethernet

I I
1 10 100  Reach (km)

EFM interfaces provide low and medium speeds when compared with the avail-
able LAN or WAN standards (see Figure 4.1). The new interfaces, however, are op-
timized to be profitable in the existing and newly installed provider access networks.
The copper EFM takes advantage of DSL technology for telephone copper pairs, and
optical EFM is available for both PON networks and active Ethernet (see Table 4.1).

4.1 FIBER TO THE NEIGHBORHOOD

Deployment of bandwidth demanding applications like IPTV is pushing network op-
erators to upgrade their copper based access infrastructure. This is the reason why
some operators have already started to deploy new access networks based on optical
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Table 4.1
EFM Interface Summary

Interface Medium Wavelength (nm) I(QAZZ,Z /5) I(icer:)Ch
100BASE-LX10 Two single-mode fibers 1310 100 10
100BASE-BX10  One single-mode fiber 1310 (US), 1550 (DS) 100 10
1000BASE-LX10 Two single-mode fiber 1310 1000 10
1000BASE-LX10 Two multimode fiber 1310 1000 0.55
1000BASE-BX10 One single-mode fiber 1310 (US), 1490 (DS) 1000 10

1000BASE-PX10 One single-mode fiber PON 1310 (US), 1490 (DS) 1000 10
1000BASE-PX20 One single-mode fiber PON 1310 (US), 1490 (DS) 1000 20
10PASS-TS One or more telephone pairs - 10 0.75
2BASE-TL One or more telephone pairs - 2 2.7

fiber. However, only a few of these deployments offer Fiber To The Home (FTTH).
Most of them are (depending on where the optical link is terminated) Fiber To The
Building (FTTB), Fiber To The Cabinet (FTTCab), etc.

Customer premises Local loop
Local
DSL Remote
Computer  modem device exchange
g /%Zg % % é@ \\ é
Electrical link Optical link
- DSL - Active Ethernet
- Ethernet - PON

Figure 4.2  FTTx architecture for the local loop

Currently, there are many different options for FTTx. Electrical links can be
built with DSL or Ethernet. The ITU-T Recommendation G.993.1 defines the
Very-high-bit-rate DSL (VDSL), a DSL type designed for FTTCab and FTTB archi-
tectures. The VDSL technology offers downstream bit rates around 50 Mbit/s within
the range of 300 meters. VDSL has been improved in the new ITU-T Recommenda-
tion G.993.2. This new technology is known as VDSL2, and it delivers symmetrical
100 Mbit/s bit rate within the range of 300 m. In FTTB architectures, the access net-
work operator may choose to deploy Ethernet over Unshielded Twisted Pair (UTP)
cable, if cable lengths are shorter than 100 m. The IEEE 802.3 100BASE-T and
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1000BASE-T are likely to be the chosen interfaces. lI00BASE-T offers 100 Mbit/s
of symmetrical bit rate, and I000BASE-T 1 Gbit/s of symmetrical bit rate.The range
is limited to 100 m for both.

Local
exchange

Local
exchange

(b)

Local
Splitter exchange

E— :
— ) g

=

Figure 4.3  Optical fiber installation in the local loop: (a) The point-to-point topology needs a

large amount of fiber. (b) With active Ethernet, less fiber is needed, because a
switch can be placed close to the subscribers. (c) The PON solution replaces the
switch with an inexpensive and passive optical splitter.

Active Ethernet and Passive Optical Network (PON) are the main options for the

optical portion of the local loop (see Figure 4.3):

Active Ethernet is made up of point-to-point fiber links between the local ex-
change and the customer premises. This means that large quantities of optical
fiber must be used in the local loop, and this is expensive. However, the use of
dedicated fiber links guarantees maximum bandwidth. To reduce the amount of
fiber, an Ethernet switch can be installed close to the subscriber, and it acts as a
concentrator. Between the switch and the local exchange, it is enough to install
a single optical link, or maybe two for redundancy.

PON has been proposed to avoid installing active elements, such as Ethernet
concentrators, in the local loop. Active elements are replaced by simple passive
optical splitters, giving as a result a point-to-multipoint topology. PON can be
used to offer gigabit-level bandwidth to subscribers. This technology is consid-
ered more cost effective than active Ethernet, and at the same time it is well
suited for applications like TV that can be overlapped with data on a different
wavelength. The main drawback is the need for complex shared-media access
mechanisms to avoid collisions between the traffic of different subscribers.
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4.2 ETHERNET OVER TELEPHONE COPPER PAIRS

The EFM standard defines two interfaces for Ethernet transmission over telephone
copper pairs:

* The 2BASE-TL interface is best suited to long-haul applications. It provides a
symmetric, full-duplex 2-Mbit/s Ethernet transmission channel with a nominal
reach of 2.7 km. It is based on SHDSL as per ITU-T G.991.2. The 2BASE-TL
interface is optimized for local exchange applications.

* The 10PASS-TS interface is intended for short-haul applications. It offers a
symmetric, full-duplex 10 Mbit/s transmission with a nominal reach of 750 m.
It is based on the VDSL (ANSI T1.424) technology and optimized for deep fi-
ber roll-outs like FTTB or FTTCab. It can be combined with EPON or active
Ethernet to offer a simple bridged access network. The 10PASS-TS interface is
compatible with baseband transmission of analog voice.

The 10PASS-TS and 2BASE-TL are mostly based in existing technology, such as
SHDSL and VDSL, mainly for the following reasons:

* Extensive DSL deployments exist and have existed for the past 10 years or so.
DSL is a well-known technology, and network operators have a lot of experi-
ence with it.

* DSL has proven to be efficient, cost-effective and easy to deploy.

* National-level spectrum compatibility standards make it difficult to introduce
signals with new spectrum shapes.

Table 4.2
Copper Pair Categories

Category  Bandwidth ~ Common Application

1 - Telephony, ISDN BRI

2 4 MHz 4 Mbit/s Token Ring

3 16 MHz Telephony, 10BASE-T, 100BASE-T4 (four wires)

4 20 MHz 16 Mbit/s Token Ring

5 100 MHz 100BASE-T, 1000BASE-T (four wires), short haul 155 Mbit/s ATM
Se 100 MHz 100BASE-T, 1000BASE-T (four wires), short haul 155 Mbit/s ATM
6 250 MHz 1000BASE-T (four wires)

One of the challenges of Ethernet over copper is the lack of a strict definition of
what is understood by a voice-grade copper pair. The reason for this is that telephone
cabling started in the 19th century, much before any telecommunication regulations.
Most of the current telephone pairs fall into the TIA / EIA categories 1 and 3 (see
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Table 4.2). Unlike other Ethernet standards, 2BASE-TL and 10PASS-TS are not
specified for a transmission media of known features, and therefore the performance
of these interfaces remains largely unpredictable in untested cables.

One of the few changes introduced by the IEEE in the DSL specifications was
the encapsulation defined for Ethernet. The original ITU-T encapsulation was based
on an HDLC framing but Copper EFM uses the new 64/65-octet encapsulation.

Another important feature of the EFM interface for copper is the bonding func-
tion. This feature is useful in providing Ethernet services over copper without the se-
vere distance limitations.

4.3 ETHERNET IN OPTICAL ACCESS NETWORKS

Optical EFM interfaces provide better performance than copper EFM in terms of
reach and bit rate, but they require optical fiber. These interfaces have been especial-
ly developed for deep-fiber rollouts based on Point-to-Point (P2P) and
Point-to-MultiPoint (P2MP) architectures.

In the case of the P2MP architecture, the EFM interface offers EPON (see Para-
graph 4.3.2). For P2P, the EFM adapts the available Ethernet interfaces so that they
operate in the access network. For example, bidirectional interfaces take advantage
of the WDM technology to duplex the upstream and downstream in a single fiber.
This makes it unnecessary to install two fibers per customer. Extended temperature
operation is another improvement important for external plant operation.

The existing EPONs provide 1 Gbit/s symmetrical capacity, typically to be
shared by 16 subscribers. This means that the minimum guaranteed bandwidth in
FTTH is around 60 Mbit/s per subscriber, but depending on the network load, it
could increase up to several hundreds of megabits per second. The P2P interfaces for
active Ethernet roll-outs provide 100 Mbit/s per customer in FTTH. Gigabit inter-
faces also exist, but these are typically used for backhaul in fiber-to-the-neighbor-
hood applications, or they may be combined with copper in FTTB deployments.

4.3.1 The Need of an Optical Access Network

Cooper access networks alone cannot meet the challenges of future broadband ap-
plications such as HDTV that may need up to 100 Mbit/s. Cooper technologies like
DSL cannot provide long range and high transmission rate simultaneously (see
Figure 4.4).
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DSL depends on the telephone wires on which it operates, and this means that
this technology has some limitations. DSL signals have to suffer many impairments
in a transmission channel that was not originally designed to carry them. Two of
these limitations are critical:

100
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Downstream bit rate

1.5 3.0 4.5 6.0
Reach (km)

Figure 4.4  Approximate reach achieved with different DSL technologies

1. Attenuation is caused by progressive loss of the electrical energy of the DSL
signal in the transmission line. Attenuation is higher in longer loops, and it also
depends on the frequency of the signal being transmitted. The higher the fre-
quency band used for transmission, the more attenuation the signal will suffer.
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Figure 4.5  Crosstalk between copper pairs. Signals from disturbing lines are coupled to the
victim line, damaging communication.

Victim

2. Crosstalk is the electromagnetic coupling between transmission lines that are
close to one another. In the access network, copper pairs are grouped into
binders. One binder may contain dozens or even hundreds of copper pairs, and
this is why they are vulnerable to crosstalk.
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Crosstalk control has special relevance. After unbundling took place, the number of
signals in the loop started to increase, and crosstalk from some local loop signals
could potentially damage other operator’s service. Due to this, the spectral compat-
ibility between copper access technologies had to be studied, and new (national) reg-
ulation had to be developed to control the management of the copper loop spectrum.

4.3.2 Ethernet PON

The Ethernet PON or EPON is the IEEE alternative for PON. The first version of
EPON was released in 2004, which makes this technology the latest PON version to
appear at the time of writing. EPON is based on Ethernet, the most successful net-
working technology specified by the IEEE. In fact, EPON is part of the EFM initia-
tive that attempts to extend Ethernet to the local loop. EPON is a direct competitor
of the GPON technology defined by the ITU-T.

There are two alternative interfaces for EPON, known as 1000BASE-PX10 and
1000BASE-PX20. The former has a minimum range of 10 km and the latter 20 km.
The typical number of ONUs in an EPON is 16, but alternative splitting ratios are
also possible. There is a trade-off between range and splitting ratio, because optical
loss increases with both distance and split count. This means that more ONUs can
be served if the distance between the ONU and the OLT is shorter.

All the currently defined EPON interfaces are for transmission at 1 Gbit/s, but
a 10-Gbit/s EPON standard is expected to be available soon. The EPON upstream
and downstream are duplexed in a single SMF fiber. The upstream is transmitted at
a nominal wavelength of 1310 nm, and the downstream at 1490 nm. This allows for
the EPON to coexist with other services, such as broadcast video or private DWDM
transmitted in the 1550 nm window. The signal is encoded with the same 8B/10B
code that was specified by most of the Gigabit Ethernet interfaces operating at
1 Gbit/s. This means that the signaling rate for 1 Gbit/s EPON is 1.25 GBd.

4.3.2.1 PON Concepts and Alternatives

The Passive Optical Network (PON) is an optical technology for the access network,
based only on passive elements such as splitters. In a PON, the transmission medium
is shared, and traffic from different stations is multiplexed. Optical transmission in-
creases transmission bandwidth and range dramatically when compared to some
copper pair technologies such as DSL. Furthermore, due to the use of simple and in-
expensive transmission elements and shared medium, a PON is a cost-effective solu-
tion for the optical access network.

The logical deployment alternative enabling optical communications in the lo-
cal loop is to replace the copper links by optical fiber links, but this requires a lot of
fiber. Installing Ethernet switches acting as traffic concentrators near the customer
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premises requires less fiber, but massive installation of Ethernet switches has the
same inconveniences as remote DSLAMSs: suitable placement and power supply
must be provided. This is one of the reasons why PON, based only on passive ele-
ments that do not need feeding, is a very attractive solution.

Preliminary works on the PON technology date back to the late 1980s, but the
first important achievement regarding its standardization did not arrive until 1995.
This year, the Full-Service Access Network (FSAN) was formed and presented a sys-
tem specification for ATM PON (APON). Later, in 1997, the ITU-T released Rec-
ommendation G.983.1 based on the FSAN specification. The APON is known today
as Broadband PON (BPON) to emphasize that although ATM-based, any broadband
service can be provided with this technology.

Since the release of Recommendations G.994.x for Gigabit PON (GPON) in
2003, APON / BPON is considered a legacy technology. GPON has been specified
with the help of the FSAN, and it provides multigigabit bandwidths at lower costs
than BPON, while achieving more efficiency transporting packetized data with the
new lightweight GPON Encapsulation Mode (GEM). The GEM is based on a con-
cept similar to the Generic Framing Procedure (GFP), a successful encapsulation
for mapping packets in SDH networks.

Table 4.3
PON Technology Comparison

APON / BPON GPON EPON
Downstream rates (Mbit/s) 155, 622 1244, 2488 1000
Upstream rates (Mbit/s) 155, 622 155, 622, 1244, 2488 1000
Range (km) 20 20 20
Encapsulation ATM GEM / ATM Ethernet

An alternative approach is the Ethernet PON (EPON), released in 2004 as a part
of the IEEE 802.3ah standard for Ethernet in access networks. The main innovation
of EPON is that it encapsulates data in Ethernet MAC frames for transmission. To-
day, EPON has become a strong competitor for GPON, and there are supporters and
deployments for both technologies (see Table 4.3).



Ethernet Access Networks 67

4.3.2.2 Operation

The physical properties of passive optical splitters make the distribution of optical
signals with PON different from other technologies with a shared access to the trans-
mission medium. Ports in optical splitters do not all have the same properties, and
thus the network elements connected to them are different:
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Figure 4.6  Transmission medium sharing a PON: (a) The downstream signal is broadcast to
all the ONUs. (b) The upstream signal is point-to point. The section between the
splitter and the OLT is shared between all the ONUs.

*  The Optical Line Termination (OLT) is connected to the uplink port of the op-

tical splitter. Any signal transmitted from the OLT is broadcast to all the other
ports of the splitter.
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*  The Optical Network Unit (ONU) is connected to the ordinary ports of the op-
tical splitter. When signals transmitted from the ONT arrive to the splitter, they
are retransmitted to the uplink towards the OLT, but not to other ordinary ports
where other ONUs could be connected. This makes direct communication be-
tween ONUs impossible.

The OLT constitutes the network side of the PON, and it usually resides in the local
exchange. The ONUs are the user side. They can be placed in the customer premises
in FTTH roll-outs, but they can also be deployed in cabinets, basements of buildings
or other locations close to the subscribers. In cases where the ONU is not directly
available to the subscribers, the signal is delivered to them by means of other tech-
nologies such as DSL or Ethernet. The ONU in FTTH is sometimes referred to as
Optical Network Termination (ONT).

Signals from two or more ONUs transmitting simultaneously will collide in the
uplink, and the OLT will be unable to separate them, unless a bandwidth-sharing
mechanism is implemented. WDM appears to be the most natural way to share the
transmission media for PON, but it would require either installing tunable lasers in
the ONUs or having many different classes of ONUs for transmitting at different
wavelengths. The high cost of the first solution and the complexity of the second one
make WDM-PON unfeasible today, but attractive in the future.

Transmission in current PONSs is based on TDM rather than on WDM. TDM al-
lows for a single downstream wavelength, but it relies on complex shared-media ac-
cess algorithms. These algorithms take into account that only communications from
an ONU to an OLT, but not between ONUs are possible, and therefore they assign
to the OLT controller functions. The OLT decides which ONUs are allowed to trans-
mit, when they are allowed to do it, and how much data are they allowed to transmit
upstream. The decisions made by the OLT must avoid collision even in the case of
propagation delays, and at the same time they must grant fair bandwidth sharing and
high network usage. All the transceivers in the PON must be synchronized to a com-
mon time reference in order to work properly. The OLT is the network element that
is usually in charge of distributing synchronization.

The downstream of a PON is dedicated, and thus no bandwidth sharing mecha-
nisms need to be implemented. However, the downstream link is a broadcast chan-
nel, and information transmitted by the OLT is received by all ONUs even if this
information is not addressed to all of them. This has some privacy implications and
makes it necessary to encrypt private downstream data.
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4.3.2.3 Advantages

PON offers increased bandwidth and range when compared to DSL. It is also more
cost-effective and easier to maintain than active Ethernet. It also has several other
advantages, namely:

ONUs PON ;

(@)

(b)

(d)

Figure 4.7  Different PON topologies: (a) star (b) tree (c) bus (d) ring

* PONs are highly transparent, as the optical distribution network only contains
layer-1 devices. Virtually any type of service can be built over PONSs, either
packet, TDM or wavelength-based, or even analog. Transparency eases migra-
tion to new technologies without the need to replace network elements. For ex-
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ample, migration to WDM PON would require replacing end equipment, but
not the optical distribution network.

* The PON point-to-multipoint architecture in the downstream makes it easy to
offer broadcast services such as TV. Broadcast services can be provided in a
dedicated wavelength separated from unicast and multicast data services.

® There are many topologies compatible with the PON technology beyond the
basic star topology. Various 1:N passive splitters can be chained, allowing for a
tree topology. Using 1:2 tap couplers enables bus and ring topologies. Further-
more, basic topologies can be easily extended to redundant topologies offering
resiliency when facing service shortages (see Figure 4.7).

On the other hand, using PONs has some inconveniences as well. The most import-
ant drawbacks are reduced range and bandwidth when compared to active Ethernet,
due to the attenuation introduced by the splitters and the effect of sharing resources.

4.3.2.4 EPON Particularities

The main goal of the 1000BASE-PX physical interfaces is to provide an access point
where to connect MAC entities capable of transmitting standard IEEE 802.3 MAC
frames. PON networks are a mixture of a dedicated and shared medium and EPON
emulates point-to-point links over this medium. To do that, it extends the traditional
Ethernet physical layer by defining:

* A scheduling protocol called Multi-Point Control Protocol (MPCP) that dis-
tributes transmission time among the ONUs to avoid upstream traffic colli-
sions.

* Tags known as Logical Link Identifiers (LLID) that define point-to-point asso-
ciations between the ONU and the OLT at physical level.

As a result, the EPON is compatible with most of the advantages provided by
switched Ethernet networks like IEEE 802.1D bridging or VLANSs. These features
can be provided by the ONUs and OLTs themselves. Furthermore, the EPON de-
fines other features that are not native in traditional Ethernet networks. For example,
Forward Error Correction (FEC) is defined to increase range and splitting ratio.

4.3.2.5 The Multipoint Control Protocol
The Multi-Point Control Protocol or MPCP is a signaling protocol for EPON,

and it’s main function is to allow the OLT to manage the downstream bandwidth as-
signed to the ONUs. This protocol can perform other functions as well, namely:
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* Enable the ONUs to request upstream bandwidth for transmission, and the
OLT to assign this bandwidth in a way that collisions do not occur and network
utilization is optimized.

*  Allow parameter negotiation through the EPON network.

* Enable ranging by monitoring the Round Trip Delay (RTD) between ONUs
and OLT. This feature is important for correctly scheduling upstream transmis-
sions.

*  Support ONU autodiscovery and registration.

The MPCP is implemented as an extension of the MAC control protocol and there-
fore MPCP messages are carried over standard Ethernet frames with the
Type/Length field set to 0x88-08. There are five MPCP messages currently defined.

*  GATE - grants access to the upstream bandwidth for the ONUs for certain pe-
riods of time.

* REPORT - used by the ONUs to report local information to the OLT. This in-
formation is used by the OLT to decide how the upstream bandwidth is distrib-
uted.

* REGISTER, REGISTER REQUEST and REGUISTER ACK — used for reg-
istering ONUs in the network.

The IEEE standards define the protocol for scheduling bandwidth, but equipment
manufacturers select the actual scheduling algorithm.

4.3.2.6 Logical Link Identifiers

Logical Link Identifiers or LLIDs are physical layer link identifiers defined to enable
802.1D bridging over an EPON (see Figure 4.8). The LLID is delivered in EPON
Ethernet frames as a 16-bit field that replaces the two last bytes of the frame pream-
ble (see Figure 4.9). This field is added when a frame is transmitted by an EPON in-
terface and transparently removed when received before being processed by the
MAC layer.

LLIDs define point-to-point associations or logical links between the ONU and
the OLT. Link identifiers are dynamically assigned when ONUs are registered in
OLTs as a part of the initialization process. ONUs and OLTs choose the LLID to put
in the delivered frames depending on the logical link they wish to use. Point-to-point
emulation is achieved by following simple filtering rule: If a frame is received by an
ONU or OLT with an LLID matching a known link identifier, it is forwarded to the
right MAC entity that processes it. Otherwise, the frame is discarded. ONUs need to
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Figure 4.8  ONU-to-ONU bridging would not be possible without LLIDs. ONU-to-OLT
associations defined by the LLIDs can be considered as point-to-point logical links.
An 802.1D bridge can then perform learning and forwarding operations on the
logical links.

support a single LLID. They mark outgoing frames with the LLID assigned to them,
and they accept frames marked with this LLID. The OLTs are more complex: they
need one LLID per connected ONU.

The point-to-point link emulation is the primary operation mode for EPONSs, but
they may optionally support a shared LAN emulation mode. It is also possible to take
advantage of the broadcast nature of the downstream by defining a special channel
called Single Copy Broadcast (SCB) channel. Frames sent by the SBC channel are
accepted by all the ONUs.

4.4 ETHERNET OAM

A major improvement provided by the IEEE 802.3ah is the definition of link Oper-
ation, Administration and Maintenance (OAM) services. The link OAM enables ac-
cess network operators to monitor and troubleshoot the Ethernet link between the
customer and network operator equipment. This new type of OAM complements
OAM signalling at the service level defined in IEEE 802.1ag. The difference be-
tween IEEE 802.3ah and IEEE 802.1ag is that while the former works at the link lev-
el, the latter has been designed for OAM end-to-end signaling.

The functions of the link OAM protocol can be summarized as follows:
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bits bits
1 2 3 4 5 6 7 8 bytes 1.2 3 4 5 6 7 8 bytes
Preamble (0x55-55) 2
SLD (0xd5) 1
Preamble (0x55-55-55-55-55-55-55) 7
Preamble (0x55-55) 2
LLID 2
SDF (0xd5) 1 CRC-8 1
DA 6 DA 6
SA 6 SA 6
T/L 2 T/L 2
MAC FCS 4 MAC FCS 4
IEEE 802.3 Ethernet MAC Frame IEEE 802.3 Ethernet Frame with LLID
Preamble: Synchronization pattern SLD: Start of LLID Delimiter
SDF: Start Frame Delimiter LLID: Logical Link IDentifier
DA: Destination MAC Address CRC-8: Cyclic Redundancy Check parity

SA: Source MAC Address
TIL: Length / Type
MAC FCS: Frame Check Sequence

Figure 4.9  The preamble of an Ethernet frame carries the LLID, the SLD that helps processing
the modified frame, and a CRC that detects errors in these new fields.

* Discovery — Identifies the devices at each end of the link, along with their
OAM capabilities.

*  Link Monitoring — Detects and indicates link faults, providing statistics on the
registered errors.

*  Remote Failure Indication — Reports a failure condition detected by the remote
peer of a given switch, such as loss of signal in one direction of the link, an un-
recoverable error, etc.

*  Remote Loopback — Puts the remote peer of a given switch in loopback mode.
When a switch is operating in loopback mode, it returns all the traffic it re-
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ceives back to the origin. The remote loopback mode is very useful for testing
purposes.
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Chapter 5

Carrier-Class Ethernet

Incumbent and competitive operators have started to provide telecommunications
services based on Ethernet. This technology is arising as a real alternative to support
both traditional data-based applications such as Virtual Private Networks (VPN),
and new ones such as Triple Play.

Ethernet has several benefits, namely:

It improves the flexibility and granularity of legacy TDM-based technologies.
Many times, the same Ethernet interface can provide a wide range of bit rates
without the need of upgrading network equipment.

Ethernet is cheaper, more simple and more scalable than ATM and Frame Re-
lay (FR). Today, Ethernet scales up to 10 Gbit/s, and soon it will arrive to

100 Gbit/s.
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Figure 5.1  The path to Carrier-Class Ethernet.
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Furthermore, Ethernet is a well-known technology, and it has been dominant in
enterprise networks for many years. However, Ethernet, based on the IEEE stan-
dards, has some important drawbacks that limit its roll-out, especially when the ex-
tension, number of hosts and type of services grow. This is the reason why, in many
cases, Ethernet must be upgraded to carrier-class, to match the basic requirements
for a proper telecom service in terms of quality, resilience and OAM (see
Figure 5.1).

5.1 ETHERNET SERVICES

The Metro Ethernet Forum (MEF) has defined Ethernet services along with their
specific requirements for Metropolitan environments. Currently, the MEF has de-
fined two generic service types: Ethernet Line (E-Line) and Ethernet LAN (E-LAN).

(b)

Figure 5.2  (a) The E-Line is understood as a point-to-point virtual circuit
(b) The E-LAN service is multipoint to multipoint

5.1.1 E-Line Service Type

The E-Line is a point-to-point service with attributes such as Quality of Service
(QoS) parameters, VLAN tag support and transparency to layer-2 protocols (see
Figure 5.2). The E-Line service can be compared, in some way, with Permanent VCs
(PVCs) of FR or ATM, but E-Line is more scalable and has more service options.

An E-Line service type can be just a simple point-to-point ‘best-effort’ Ethernet
connection, but it can also be a sophisticated TDM private line emulation. The MEF
E-Lines are often marketed as Ethernet Private Lines (EPL) or Ethernet Virtual Pri-
vate Lines (EVPL):
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The EPL service is a point-to-point Ethernet service that provides high frame
transparency, and it is usually subject to strong SLAs. It can be considered as
the Ethernet equivalent of a private line, but it offers the benefit of an Ethernet
interface to the customer. EPLs are sometimes delivered over dedicated lines,
but they can be supplied by means of layer-1 (TDM or lambdas) or layer-2
(MPLS, ATM, FR) multiplexed circuits.

* The EVPL is a point-to-point Ethernet service similar to the EPL, except that
service multiplexing is allowed, and it can be opaque to certain types of
frames. For example, STP frames can be dropped by the network-side UNI.
The EVPL is similar to the FR or ATM PVCs. The VLAN IDentifier (VID) for
EVPLs is the equivalent of the FR Data Link Connection Identifier (DLCI) or
the ATM Virtual Circuit Identifier (VCI) / Virtual Path Identifier (VPI).

Table 5.1
Ethernet Connectivity Services

Generic Etherservice Type

E-Line E-LAN

- Point to point - Multipoint to multipoint

- Best-effort or guaranteed QoS - Best effort or guaranteed QoS

- Optional multiplexing and bundling - Optional multiplexing and bundling
Port-Based Service Ethernet Private Line Ethernet Private LAN
- No Service Multiplexing (EPL) (EPLAN)

- Dedicated Bandwidth

VLAN-Based Service Ethernet Virtual Private Line Ethernet Virtual Private LAN

- Service Multiplexing (EVPL) (EVPLAN)
- Shared Bandwidth

EVC to UNI
Relationship

5.1.2 E-LAN Service Type

The E-LAN service provides a multipoint-to-multipoint data connection (see
Figure 5.2). UNIs can be connected or disconnected from the E-LAN dynamically.
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The E-LAN can be offered simply as a best-effort service type, but it can also
provide a specific QoS. Every UNI is allowed to have its own bandwidth profile. The
MEF E-LANSs are often marketed as Ethernet Private LAN (EPLAN) or Ethernet
Virtual Private LAN (EVPLAN). The former is a dedicated multipoint-to-multipoint
service, and the latter is a shared service.

5.2 END-TO-END ETHERNET

The ideal Metro-Ethernet Network makes use of pure Ethernet technology: Ethernet
switches, interfaces and links. But in reality, Ethernet is often used together with oth-
er technologies currently available in the metropolitan network environment. Most
of these technologies can inter-network with Ethernet. Next-Generation SDH (NG
SDH) nodes can transport Ethernet frames transparently (see Paragraph 5.2.3). Ad-
ditionally, Ethernet can be transported by layer-2 networks, such as FR or ATM.
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Figure 5.3  Transporting Ethernet and IP over packet- or circuit-switched infrastructures.

Today, many service providers are offering Ethernet to their customers simply
as a service interface. The technology used to deliver the data is not an issue. In met-
ropolitan networks this technology can be Ethernet or SDH. Inter-city services are
almost exclusively transported across SDH.
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5.2.1 Optical Ethernet

Ethernet can now be used in metropolitan networks due to the recent standardization
of new long-range, high-bandwidth Ethernet interfaces. It can be said that Ethernet
bandwidths and ranges are now of the same order as the bandwidths and ranges pro-
vided by classical WAN technologies.

MEN:Ss based on optical Ethernet are typical of early implementations. They are
built by means of standard IEEE interfaces over dark optical fiber. They are there-
fore pure Ethernet networks. Multiple homing, link aggregation and VLAN tags can
be used in order to increase resilience, bandwidth and traffic segregation. Despite of
its simplicity, pure Ethernet solutions for MEN have big scalability problems. Fur-
thermore, they suffer from insufficient QoS, OAM, and resilience mechanisms (see
Paragraph 5.3).

5.2.2 Ethernet over WDM

The transport capability of the existing fiber can be multiplied by 16 or more if
Wavelength-Division Multiplexing (WDM) is used. The resulting wavelengths are
distributed to legacy and new technologies such Ethernet. that will get individual
lambdas while sharing fiber optics.

One of the inconveniences of this approach is the need to keep track of different
and probably incompatible management platforms: one for Ethernet, another one for
lambdas carrying SDH or other TDM technologies, and finally a third one for WDM.
That makes OAM, traffic engineering and maintenance difficult.

5.2.3 Ethernet over Next Generation SDH

Solutions for transporting Ethernet over SDH based on the Generic Framing Proce-
dure (GFP), Virtual Concatenation and the Link Capacity Adjustment Scheme
(LCAS) are generically known as Ethernet over SDH (EoS). The idea behind EoS is
to substitute the native Ethernet layer 1 by SDH. The Ethernet MAC layer remains
untouched to guarantee as much compatibility as possible with the IEEE Ethernet
operation.

NG-SDH unifies circuit and packet services under a unique architecture, provid-
ing Ethernet with a reliable infrastructure very rich in OAM functions (see
Figure 5.3).

The three new elements that have made this migration possible are:

1.  Generic Framing Procedure (GFP), as specified in Recommendation G.7041,
is an encapsulation procedure for transporting packetized data over SDH. In
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principal, GFP performs bit rate adaptation and mapping into SDH circuits.

2. Virtual Concatenation (VCAT), as specified in Recommendation G.707,
creates channels of customized bandwidth sizes rather than the fixed
bandwidth provision of classic SDH, making transport and bandwidth
provision more flexible and efficient.

3. Link Capacity Adjustment Scheme (LCAS), as specified in Recommendation
G.7042, can modify the bandwidth of the VCAT channels dynamically, by
adding or removing bandwidth elements of the channels, also known as

members.
Tunneled Ethernet
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Transport |gpH SDH
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Figure 5.4  How NG-SDH raises the importance of Ethernet in the MAN / WAN. (a) Ethernet
traffic is passively transported like any other user data. The ATM layer, specific
for the WAN, is used for switching traffic. (b) The ATM layer disappears and the
Ethernet layer becomes active. Traffic is now guided to its destination by means of
Ethernet bridging.

Compared to ATM, the GFP-F encapsulation has at least three critical advantages:

1. It adds very little overhead to the traffic stream. ATM adds 5 overhead bytes
for every 53 delivered bytes plus AAL overhead.

2. It carries payloads with variable length, as opposed to ATM that can only carry
48-byte payloads. This makes it necessary to split long packets into small
pieces before they are mapped in ATM.
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3. It has not been designed as a complete networking layer like ATM — it is just
an encapsulation. Specifically, it does not contain VPI/VCI or other
equivalent fields for switching traffic. Switching is left to the upper layer,
usually Ethernet.

EoS is the technology preferred by incumbent operators, as they already have a large
basis of SDH equipment in use. On the other hand, new operators generally prefer
Carrier Ethernet directly implemented over optical layers.

5.3 LIMITATIONS OF BRIDGED NETWORKS

Metro Ethernet architectures, based only on native Ethernet switches and any com-
bination of dark fiber, SDH and WDM, are like a big LAN — they have the same ad-
vantages and similar disadvantages. We know that in low traffic conditions and with
a limited number of hosts, this network works very well. But as soon as the installa-
tion begins to grow, aspects like scalability, quality of service, topologies and pro-
tection tend to fall down. That is why Metropolitan Operators of Ethernet networks
must rely on other technologies like MPLS to overpass most of these native Ethernet
limitations.

5.3.1 Scalability

Ethernet switches use promiscuous broadcasting to learn addresses constantly (IEEE
802.1D). When a request to forward a frame to an unknown address arrives, the
switch has to flood the frame to all the ports, waiting for a response to know where
the address is. This way is not very efficient, nor secure.

MAC addresses are not hierarchical, and the switching table does not scale well,
slowing down the performance of switches when there is a large number of client
hosts (this is known as the MAC switching table explosion problem). Furthermore,
all the switches in the network have to constantly learn the MAC addresses of new
stations connected to the network.

VLANSs (IEEE 802.1Q) offer an easy solution to some of the problems men-
tioned before. A switch can be divided into smaller virtual switches, each of them
belonging to a different VLAN. VLANS are used to split one big broadcast domain
into several smaller domains, thus improving security and reducing broadcast traffic.

Another advantage of 802.1Q VLAN:S is the ability to offer QoS by means of
the three 802.1p bits (VLAN CoS bits).
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Figure 5.5  New frame formats for provider Ethernet bridges. These frames offer a more
scalable Ethernet for carrier networks.

However, the number of VLAN identifiers is limited to 4,096. This limits the
number of subscribers a service provider can have in the same network. Further-
more, subscribers may have their own VLAN structure, and it is desirable to support
the customer and the provider VLAN structure simultaneously.
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A solution is to stack VLAN tags (Q-in-Q solution) to obtain a larger number of
VIDs as is specified in the IEEE 802.1ad standard for provider Ethernet bridges.
MAC Address Stacking (MAS) is a more powerful solution, designed to deal with
MAC switching table explosions (see Figure 5.5). The customer equipment is not
supposed to understand the Q-in-Q and MAS frame formats. This means that the ser-
vice provider VLAN labels and MAC addresses are added by the first hop and re-
moved by the last hop in the carrier network.

5.3.2 Protection

The Spanning Tree Protocol (STP) and the Rapid Spanning Tree Protocol (RSTP)
work well enough in LAN and also in data services. But they do not meet the chal-
lenge when it comes to the mass rollout of IP services, or the 50 ms restoration time
paradigm of carrier-class services.

Other issue related with the STP is that it is inefficient for some network topol-
ogies. This is the case with rings which are used only partially; they are transformed
into trees, and unused links are left just for protection.

5.3.3 Demarcation

Another problem is network demarcation, when the same technology is everywhere
without a clear border between customer and provider installations. It is necessary
to find a solution to questions such as:

* Can the typical LAN protocols, like STP, deployed by subscribers in their net-
works, influence the overall service-provider network operation?

* How will uncontrolled traffic generated by some subscribes affect the global
MAN/WAN operation?

*  How will the continuous connection and disconnection of stations in the sub-
scriber network affect the service provider network?

These problems cannot be solved without important enhancements in the classic
Ethernet technology, and the installation of demarcation devices needed to isolate
and filter the traffic between networks.

5.3.4 Quality of Service

Up to eight levels of priority can be set up to VLAN-tagged Ethernet frames (IEEE
802.1Q/p) to manage different traffic classes — however, native Ethernet is not really
a QoS-enabled technology. In fact, Ethernet is unable to provide hard QoS, because
it doesn’t have resource management and traffic engineering tools.
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5.4 MULTI-PROTOCOL LABEL SWITCHING

Multi-Protocol Label Switching (MPLS) is a technology designed to speed up IP
packet switching in routers by separating the functions of route selection and packet
forwarding in routers.

MPLS enables the establishment of a special type of virtual circuits called La-
bel-Switched Paths (LSP) in IP networks. Thanks to this feature, it is possible to im-
plement resource management mechanisms for providing hard QoS on a per-LSP
basis, or to deploy advanced traffic engineering tools that provide the operator with
tight control over the path that follows every packet within the network. Both QoS
provision and advanced traffic engineering are difficult, if not impossible to solve in
traditional IP networks.

Any IP router can potentially improve its performance with MPLS regardless its
particular physical interfaces, being SDH and Ethernet the most important examples.
This enables network operators to deploy MPLS based services over any network in-
frastructure.

To sum up, the separation of two planes allows MPLS to combine the best of
two worlds: the flexibility of the IP network to manage big and dynamic topologies
automatically, and the efficiency of connection-oriented networks by using prees-
tablished paths to route the traffic in order to reduce packet process on each node.

5.4.1 Labels

When Ethernet is used as the transport infrastructure, it is necessary to add an extra
“shim” header between the IEEE 802.3 MAC frames and the IP header to carry the
MPLS label. This MPLS header is very short (32 bits), and it has the following fields
(see Figure 5.6):

*  Label (20 bits). This field contains the MPLS label used for switching traffic.

*  Exp (3 bits): This field contains the experimental bits. It was first thought that
this field could carry the 3 Type-of-Service (ToS) bits defined for traffic differ-
entiation in the IP version 4, but currently, the ToS field is being replaced by
6-bit Differentiated Services Code Points (DSCP). This means that only a par-
tial mapping of all the possible DSCPs into the Exp bits is possible.

* S(I bit): This bit is used to stack MPLS headers. It is set to 0 to show that there
is an inner label, otherwise it is set to 1. Label stacking is an important feature
of MPLS, because it enables network operators to establish LSP hierarchies.

* TTL (8 bits): This field contains a Time To Live value that is decremented by
one unit every time the packet traverses an LSR. The packet is discarded if the
value reaches 0.
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Figure 5.6  MPLS “shim” header format. The label is usually inserted between the layer-2 and
layer-3 headers.

5.4.2 MPLS Forwarding Plane

Whenever a packet enters an MPLS domain, the ingress router, known as ingress La-
bel Edge Router (LER), inserts a header that contains a label that will be used by the
LSR to route packets to their destination. When the packet reaches the edge where
the egress router is, the label is dropped and the packet is delivered to its destination
(see Figure 5.7). Only input labels are used for forwarding the packets within the
network, while encapsulated addresses like IP or MAC are completely ignored.

Within the MPLS domain, labels only have a local meaning, which is why the
same label can be re-used by different LSRs. For the same packet, the value of the
label can be different at every hop, but the path a packet follows in the network is
totally determined by the label assigned by the ingressing LER. The sequence of la-
bels defines an LSP route:

5.4.3 Label Distribution

A label distribution protocol enables an LSR to tell other LSRs the meaning of the
labels it is using, as well as the destination of the packets that contain certain labels.
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LSR \ Label LSR

Figure 5.7  Label processing within an MPLS domain. A label is pushed by the ingressing
LER, swapped by the intermediate LSR across the LSP, and popped by the
egressing LER.

The RFC 3036 defines the Label Distribution Protocol (LDP) that was specifi-
cally designed for distributing labels. As MPLS technology evolved, this protocol
showed its limitations:

* It can only manage hop-by-hop LSPs. It cannot establish explicit LSPs and
therefore does not allow traffic engineering in the MPLS network.

* It cannot reserve resources on a per-LSP basis. This limits the QoS that can be
obtained with LSPs established with LDP.

The basic LDP protocol is extended in RFC 3212 to support these and some other
features. The result is known as the Constraint-based Routed LDP (CR-LDP). An-
other different approach is to extend an external protocol to work with MPLS. This
is the idea behind the ReSerVation Protocol with Traffic Engineering extension
(RSVP-TE) as defined in RFC 3209. The original purpose of the RSVP is to allocate
and release resources along traditional IP routes, but it can be easily extended to
work with LSPs. The traffic engineering extension allows this protocol to establish
both strict and loose explicit LSPs.

5.4.4 Pseudowires

In the MPLS network, only the ingress and egress LERs are directly attached to the
end-user equipment. This makes them suitable for establishing edge-to-edge ses-
sions to enable communications between remote users. In this network model, the
roles of LSRs and LERs would be:

* LSRs are in charge of guiding the frame through the MPLS network, using ei-
ther IP routing protocols or paths that the network administrator has chosen by
means of explicit LSPs.
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*  The Ingress LER is in charge of the same tasks as any other LSR, but it also es-
tablishes sessions with remote LERs to deliver traffic to the end-user equip-
ment attached to them.

* The Egress LER acts as the peer of the ingress LER in the edge-to-edge ses-
sion, but it does not need to guide the traffic through the MPLS network, be-
cause the traffic leaves the network in this node and it is not routed back to it.

There is an elegant way to implement the discussed model without any new over-
head or signaling: by using label stacking. This model needs an encapsulation with
a two-label stack known as the Martini encapsulation:

*  The Tunnel label is used to guide the frame through the MPLS network. This
label is pushed by the ingress LER and popped by the egress LER, but it can
also be popped by the penultimate hop in the path.

* The VC label is used by the egress LER to identify client traffic and forward
the frames to their destination. The way the traffic reaches end users is a deci-
sion taken by the ingress and egress nodes, and it does not involve the internal
LSRs. The VC label is therefore pushed by the ingress LSR and popped by the
egress LSR.

In the non-hierarchical one-label model, all the routers in the LSP participate in es-
tablishing an edge-to-edge session, and all are involved in routing decisions as well.
A two-label model involves two types of LSPs. The tunnel LSP may have many
hops, but the VC LSP has only two nodes, the ingress and egress LERs. VC LSPs
can be interpreted as edge-to-edge sessions that are classified into groups and deliv-
ered across the MPLS network within Tunnel LSPs (see Figure 5.8). Tunnel LSPs
are established and released independently of the VC LSPs. For example, Tunnel
LSPs can be established or modified when new nodes are connected to the network,
and VC LSPs could be set up when users wish to communicate between them.

Although the two-label approach is valid for any MPLS implementation, it has
been defined to be used with pseudowires. The concept of pseudowire relies on a
simple fact: within the MPLS network, only labels are used to forward the traffic,
and any other field located in the payload that could be used for switching is ignored.
This means that the data behind the MPLS header could be potentially anything, not
limited to an IP datagram.

The aim of Ethernet pseudowires is to enable transport of Ethernet frames
across a packet-switched network and emulate the essential attributes of Ethernet
LAN:S, such as MAC frame bridging or VLAN filtering across that network.
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Source A

Source C

Source C

Figure 5.8  (a) One-label approach: the decision to establish routing and edge-to-edge
sessions is shared between all the routers. (b) Two-label model: edge-to-edge
sessions are tunneled, and internal LSRs are unaware of them.

Standardization of pseudowires enables IP / MPLS networks to transport Ether-
net efficiently. The Ethernet pseudowire is perhaps the most important type of
pseudowire, because it can be used by network operators to fix some of the scalabil-
ity, resilience, security and QoS problems of provider Ethernet bridges, thus making
it possible to offer a wide range of carrier grade, point-to-point and multi-
point-to-multipoint Ethernet services, including EPL, EVPL, EPLAN and
EVPLAN.

When a new PE router is connected to the network, it must create tunnels to
reach remote PE routers with the help of the RSVP-TE or the CR-LPD protocols.
The remote router addresses may be provided by the network administrators but
many PE routers have autodiscovery features. Once the tunnels are established, it is
possible to start the pseudowire setup with the help of LDP signaling.
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The physical attachment circuits of the PE router are standard Ethernet interfac-
es. Some of them may be trunk links with VLAN-tagged MAC frames, or even dou-
ble VLAN-tagged Q-in-Q frames. Regarding how VLAN tags are processed, the PE
routers have two operation modes:

*  Tagged mode: The MAC frames contain at least one service-delimiting VLAN
tag. Frames with different VIDs may belong to different customers, or if they
belong to the same customer, they may require different treatment in the ser-
vice provider network. MAC frames with service-delimiting VLAN tags may
be forwarded to different pseudowires or mapped to different Exp values for
custom QoS treatment.

®*  Raw mode: The MAC frames may contain VLAN tags, but they are not ser-
vice-delimiting. This means that any VLAN tag is part of the customer VLAN
structure and must be transparently passed through the network without pro-
cessing.

5.4.4.1 Virtual Private LAN Service

The Virtual Private LAN Service (VPLS) is a multipoint-to-multipoint service that
emulates a bridged LAN across the IP / MPLS core.

When running VPLS, the service provider network behaves like a huge Ethernet
switch that forwards MAC frames where necessary, learns new MAC addresses dy-
namically, and performs flooding of MAC frames with unknown destination. In this
architecture, PE routers behave like Ethernet bridges that can forward frames both
to physical ports and pseudowires.

Figure 5.9  Pseudowire topologies in VPLS: (a) Partial mesh with STP. Some of the
pseudowires are disabled to avoid loops. (b) Full mesh of pseudowires. The
split-horizon rule is applied to avoid bridging loops.
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As with physical wires, bridging loops may also occur in pseudowires. If fact,
it is likely that this occurs if the pseudowire topology is not closely controlled, be-
cause pseudowires are no more than automatically established LDP sessions. A
bridged network cannot work with loops. Fortunately, the STP or any of its variants
can be used with pseudowires, as is done with physical wires to avoid them. How-
ever, there is another approach recommended by the standards. The most dangerous
situation occurs when a PE router relays MAC frames from a pseudowire to a second
pseudowire. To avoid pseudowire-to-pseudowire relaying, a direct pseudowire con-
nection must be enabled between each PE router in the network. This implies a
full-mesh pseudowire topology (see Figure 5.9). The full-mesh topology is complet-
ed with the split-horizon rule: It is forbidden to relay a MAC frame from a pseudow-
ire to another one in the same VLPS mesh. Relaying would any way be unnecessary
because there is a direct connection with every possible destination.

To understand how VPLS works we can think of two end users, S and D, who
want to communicate to each other (see Figure 5.10). User S wants to send a MAC
frame to user D across a shared network running VPLS.

Figure 5.10 Flooding and learning in VPLS serves emulate a LAN broadcast domain

1. S sends the MAC frame towards D. LAN A is unable to find a local connection
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to D and finally the frame reaches bridge CE 1 that connects LAN A to a ser-
vice provider network.

2. Bridge CE 1 forwards S’s frame to PE 1 placed at the edge of a VPLS mesh. If
PE 1 has not previously learnt S’s MAC address, it binds it with the physical
port where the frame came from.

3. The PE 1 bridge has not previously learnt the destination address of the MAC
frame (D’s MAC address), and therefore it floods the frame to all its physical
attachment circuits. S’s frame reaches LAN B, but D is not connected to it.

4. PE1 not only performs flooding on its physical ports, but also on the
pseudowires. S’s frame is thus forwarded to all other PEs in the network by
means of direct pseudowire connections across the VPLS mesh.

5. S’s frame reaches PE 2 attached to pseudowire PWI12. If PE 2 has not
previously learnt the received source MAC address, it binds it with pseudowire
PW12. In this case, PE 2 does not know where D is, so it flows the MAC frame
to all the physical ports and arrives to LAN C, however D is not connected to
that LAN. Following the split-horizon rule, the frame is not flooded to other
pseudowires.

6. S’s frame reaches PE 4. It learns S’s MAC address if it is unaware of it. After
learning, S’s address is bound to pseudowire PW14. In this case PE 4 has
previously bounded D’s address to pseudowire PW34, and therefore it does not
forward S’s frame to LANE or LANF. The frame is not forwarded to
pseudowire PW 4 either, because of the split-horizon rule.

7. S’s frame reaches PE 3. This router performs the same learning actions as PE 2
and PE 4 if needed, and binds S’s MAC address to pseudowire PW13. In this
case, PE 3 has previously learnt that D can be reached by one of its physical
ports, and therefore it forwards S’s frame to it.

8. S’s frame reaches CE D that forwards this frame to its final destination.

The previous example deals with a single broadcast domain that appears as a single
distributed LAN. But this may not be acceptable when providing services to many
customers. Every customer will normally require its own broadcast domain. The nat-
ural way to solve this is by means of VLANSs. Every subscriber is assigned a ser-
vice-delimiting VID. Every VLAN is then mapped to a VPLS instance (i.e.,
a broadcast domain) with its own pseudowire mesh and learning tables. The link be-
tween CE and PE routers is multiplexed, and customers are identified by VLAN
tags. This deployment is useful for offering EVPLAN services as defined by the
MEEF.

But VLAN tags are not always meaningful for the service provider network. All
VLAN tags can be mapped to a single VPLS instance and therefore all of them are
part of the same broadcast domain within the service provider network. In this case
VLAN-tagged frames are filtered by the subscriber network, but they are leaved un-
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changed in the service provider network. Different customers can still be assigned
to different broadcast domains, but not on a per-VID basis. Mapping customers to
VPLS instances on a per-physical-port basis is the solution in this case. This second
deployment option is compatible with the EPLAN connectivity service definition
given by the MEF.

VPLS has demonstrated to be flexible, reliable and efficient, but it still lacks
scalability due excessive packet replication and excessive LDP signaling. The origin
of the problem is on the full meshed pseudowire topology. The total number of
pseudowires needed for a network with n PE routers is n(n—1)/2 . This limits the
maximum number of PE routers to about 60 units with current technology.

Hierarchical VPLS (HVPLYS) is an attempt to solve this problem by replacing
the full meshed topology with a more scalable one. To do this it uses a new type of
network element, the Multi-Tenant Unit (MTU). In HVPLS, the pseudowire topol-
ogy is extended from the PE to the MTU. The MTU now performs some of the func-
tions of the PE, such as interacting with the CE and bridging. The main function of
the PE is still frame forwarding based on VLAN tags or labels. In some HVPLS ar-
chitectures, the PE does not implement bridging. The result is a two-tier architecture
with a full mesh of pseudowires in the core and non redundant point-to-point links
between the PE and the MTU (see Figure 5.11). A full mesh between the MTUs is
not required, and this reduces the number of pseudowires. The core network still
needs the full mesh, but now the number of PEs can be reduced, because some of
their functions have been moved to the access network.

The MTUs behave like normal bridges. They have one (and only one) active
pseudowire connection with the PE per VPLS instance. Flooding, as well as MAC
address learning and aging is performed in the pseudowire as if it were a physical
wire. The PE operates the same way in an HVPLS as in a flat VPLS, but the
PE-MTU pseudowire connection is considered as a physical wire. This means that
the split-horizon rule does not apply to this interface.

In practical architectures, the MTUs are not always MPLS routers. Implemen-
tations based on IEEE 802.1ad service provider bridges are valid as well. These
bridges make use of Q-in-Q encapsulation with two stacked VLAN tags. One of
these tags is the service delimiting P-VLAN tag added by the MTU. The P-VLAN
designates the customer, and it is used by the PE for mapping the frames to the cor-
rect VPLS instance.

HVPLS can be used to extend the simple VPLS to a multioperator environment.
In this case, the PE-MTU non-redundant links are replaced by PE-PE links where
each PE in the link belongs to a different operator.
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Operator

Figure 5.11 In HVPLS, the full mesh of pseudowires is replaced by a two-tier topology with
full mesh only in the core and non-redundant point-to-point links in the access.

The main drawback of the HVPLS architecture is the need for non-redundant
MTU-PE pseudowires. A more fault tolerant approach would cause bridging loops.
One solution is a multi-homed architecture with only one simultaneous MTU-PE
pseudowire active. The STP can help in managing active and backup pseudowires
in the multi-homed solution.
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Chapter 6

Quality of Service

Quality of Service (QoS) is the abil-
ity of a network to provide services
with predictable performance.

Time Division Multiplexing
(TDM) networks are predictable,
because performance parameters
such as throughput, delay and jitter
are constant or nearly constant.
Packet-switched networks are
much more efficient because of the
statistical multiplexing gain, but
they have difficulties in controlling
the performance parameters. An
important goal of next generation
packet technologies is to be able to
ensure a specific QoS over pack-
et-switched networks.

6.1 Qo0S CONTROL BASICS

Packet switched network nodes
store the information in queues if
the output interface is busy. When
data is queuing, the following two
points must be taken into account:

1. Packet delay in the queue var-

R
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Figure 6.1  Testing with Ether.Genius

ies depending on the load in the network.

2. Packets can be discarded if, under high-load conditions, there is no space to

store them.
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A typical solution to deal with congestion in packet switched networks has been
to increase the transmission bandwidth to keep network utilization low. Overprovi-
sioning is a good solution when bandwidth is cheap — otherwise it is necessary to
find a way to keep delay low and predictable while improving network utilization to
the maximum. The current networking technology achieves this by using traffic dif-
ferentiation and congestion management mechanisms specifically designed for
packet switched networks.

Per-flow
differentiation )
Marking
Traffic
differentiation
Per-class Scheduling
differentiation
~
QoS Admission
control
Congestion
avoidance
c i Resource
ongestion management
management
Congestion
control

Figure 6.2 It is difficult to achieve good QoS features with one single mechanism. The best
way is to mix many elements to get the desired result.

6.1.1 Traffic Differentiation

Traffic differentiation separates the bulk traffic load into smaller sets, and treats each
set in a customized way. There are two issues related to traffic identification:

1. Traffic classification. The traffic is divided into classes or flows. Sometimes it
is necessary to explicitly mark the traffic with a Class-of-Service (CoS) identi-
fier.

2. Customized treatment of traffic classes and flows. Some packets have more
privileges than others in network elements. Some may have a higher priority,
or there may be resources reserved for their use only.

Traffic differentiation makes it possible to improve performance for certain
groups of packets and define new types of services for the packet-switched network.

* Differentiated services. We can talk about differentiated services when a part of
the traffic is treated ‘better’ than the rest. This way, it is possible to establish
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some QoS guarantees for the traffic. The QoS defined for differentiated ser-
vices is also known as soft QoS.

*  Guaranteed services. Guaranteed services take a step further. They are provid-
ed by reserving network resources only for chosen traffic flows. Guaranteed
services are more QoS-reliable than differentiated services, but they make effi-
cient bandwidth use difficult. The QoS for guaranteed services is also known
as hard QoS.

6.1.2 Congestion Management

Congestion is the degradation of network performance due to excessive traffic load.
By efficiently managing network resources, it is possible to keep performance with
higher loads, but congestion will always occur, sooner or later. So, when delivering
services with QoS, one must always deal with congestion, one way or another.

There are two ways to deal with congestion:

1. Congestion control is a set of mechanisms to deal with congestion once it has
been detected in a switch, router or network. These mechanisms basically con-
sist of discarding elements. The question is: which packets to discard first?

2. Congestion avoidance is a set of mechanisms to deal with congestion before it
happens. There are two types of congestion avoidance techniques:

* Admission control operates only at the provider network edge nodes, ensur-
ing that the incoming traffic does not exceed the transmission resources of the
network.

* Resource management is used to allocate and free resources in the packet
swictched network.

Congestion avoidance, and especially traffic admission, checks the properties of the
subscriber traffic entering the provider network. These properties may include the
average bit rate allowed in order to enter the network, but other parameters are used
as well. For example, a network provider may choose to limit the amount of upload-
ed or downloaded data. Bandwidth profiles are used to specify the subscriber traffic,
and the packets that meet the bandwidth profile are called conforming packets.

There are different types of filters that can help to classify non-conformant
packets, and each of them have different effects on the traffic:

* Policers are filters that discard all non-conformant packets. Policers are
well-suited to those error-tolerant applications that have strict timing con-
straints, for example VoIP or some interactive video applications.
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*  Shapers work much the same way as policers, but they do not discard packets.
Non-conformant traffic is buffered and delayed until it can be sent without vio-
lating the SLA agreement or compromising network resources. Shapers con-
serve all the information that was sent, but they modify timing, so they may
cause problems for real-time and interactive communications.

®*  Markers can be used to deal with non-conformant packets. Instead of dropping
or delaying non-conformant packets, they are delivered with low priority or
“best effort”.

Original traffic
A

time
Shaped traffic (a)
A

— JL _ Bucket rate

>
time (b)

Figure 6.3  Shaping and policing of user traffic. (a) When traffic is shaped, no packets are
dropped, but some of them may be delayed. (b) When traffic is policed, it is never
delayed, but some packets may be dropped.

There is a contract between the subscriber and the service provider that specifies the
QoS, the bandwidth profile, and how to deal with the traffic that falls outside the
bandwidth profile. This contract is known as the Service-Level Agreement (SLA).



Quality of Service 99

6.2 THE FAILURE OF ATM

ATM was the first packet technology that was able to provide custom QoS to sub-
scribers, but most players in the telecommunications market are now abandoning
ATM and basing their most innovative QoS solutions on IP and Ethernet. ATM
failed for several technical and commercial reasons:

*  ATM is more expensive than other technologies, such as Ethernet or IP. While
ATM has become a technology mainly for the backbone, Ethernet has evolved
for years as a Local Area Network (LAN) technology, and IP has been used al-
most everywhere in data applications. The result is that the number of deployed
ATM switches is much smaller than the number of deployed Ethernet and IP
based equipment, and these technologies have become cheap and widely avail-
able.

*  Insufficient scalability. ATM interfaces at 155 Mbit/s are common, but equip-
ment for rates higher than this is much more uncommon and expensive.

*  Low efficiency and high complexity. The advanced features of ATM rely on
complex signalling protocols and a reduced “user data to overhead” ratio. This
makes ATM a powerful but difficult and inefficient technology.

When the deployment of ATM begun, IP and Ethernet were already being used. In
fact, the most important application for ATM is to transport IP traffic. Finally, it
seems that IP and Ethernet will replace ATM. To make this possible, Ethernet has
evolved to be a carrier-class technology that offers high availability, scalability and
advanced Operation, Administration and Maintenance (OAM) functions.

6.3 QOS IN ETHERNET NETWORKS

Current Metro Ethernet networks are QoS-capable Ethernet network that offers ser-
vices beyond the classical best-effort LAN Ethernet services. These services can be,
for instance, Time-Division Multiplexing (TDM) circuit emulation, which makes it
possible to implement services such as Voice over IP (VolP) or Video on Demand
(VoD).

Native Ethernet, however, as a best-effort technology, does not provide custom-
ized QoS. To maintain QoS, it is necessary to carry out a number of operations, such
as traffic marking, traffic conditioning and congestion avoidance.
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6.3.1 Bandwidth Profiles

Once Ethernet access has been set up at 10/100/1000/10000 Mbit/s, the carrier per-
forms admission control over the customer traffic at the UNI. Admission control for
Ethernet services uses bandwidth profiles based on four parameters defined by the
MEF:

*  Committed Information Rate (CIR)—average rate up to which service frames
are delivered as per the service performance objectives.

*  Committed Burst Size (CBS)—maximum number of bytes up to which service
frames may be sent as per the service performance objectives without consider-
ing the CIR.

*  Excess Information Rate (EIR)—average rate, greater than or equal to the CIR,
up to which service frames do not have any performance objectives.

*  Excess Burst Size (EBS)—the number of bytes up to which service frames are
sent (without performance objectives), even if they are out of the EIR thresh-
old.

The MEF specifies a the Two-rate Three-Color Marker (trTCM) as the admission
control filter for Metro Ethernet. The trTCM is obtained by chaining two simple to-
ken bucket policers. Tokens fill the main bucket until they reach the capacity given
by the CBS parameter, at a rate given by the CIR parameter. The secondary bucket
is filled with tokens with the EIR rate until they reach the capacity given by the EBS

parameter.

CIR

EIR

CBS

EBS
—
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Figure 6.4  Two- rate three-color marker policer

The traffic that passes through the first bucket (green traffic) is delivered with
the QoS agreed with the service provider, but any traffic that passes through the sec-
ondary bucket (yellow traffic) is re-classified and delivered as best-effort traffic, or
it is given a low priority. Non-conformant traffic (red traffic) is dropped.



The 'best effort' classical service can be obtained by simply setting the CIR pa-
rameter to zero. The bandwidth profile can be applied per EVC, per UNI, or per the
Class-of-Service (CoS) identifier. It is therefore possible to define more than one

Quality of Service

bandwidth profile simultaneously in the same UNI.

6.3.2

IEEE 802.3 Ethernet frames do not have CoS fields, which is why they need to sup-

Class of Service Labels

port additional structures.

The IEEE 802.1Q/p tag defines a three-bit CoS field, and it is commonly used
to classify traffic. The three-bit CoS field present in IEEE 802.1Q/p frames allows
eight levels of priority to be set for each frame. These values range from zero for the

lowest priority through to seven for the highest priority.

VLAN
tag

Figure 6.5

It is also possible to map the eight possible values of the priority field to Differ-
entiated Services (DSs), Per Hop Behaviors (PHBs) such as Expedited Forwarding
(EF) or Assured Forwarding (AF) to obtain more sophisticated QoS management.
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Sometimes traffic classes are defined on a per VLAN-ID basis rather than by
means of CoS marks. To offer a single CoS per physical interface is a different ap-
proach.

6.3.3 Resource Management

Those technologies that are based on VCs, for example ATM, can potentially pro-
vide the same level of service as any other circuit-switched network, while maintain-
ing high flexibility thanks to the ability to perform end-to-end connections. Legacy
Ethernet networks are connectionless. The solution is either to redefine Ethernet or
rely on other technologies for resource management. The alternatives currently
available are the following:

®  Resource Reservation Protocol (RSVP): The RSVP is the most important of all
the resource management protocols proposed for IP. It is an important compo-
nent of the Integrated Services (IS) architecture suggested for IP networks.
This architecture actually turns IP into a connection-oriented technology. To be
efficient, the RSVP needs to be supported by all the network elements, and not
only by the end user equipment. Both RSVP and IS call for a new generation of
IP routers.

*  Multiprotocol Label Switching (MPLS): MPLS is a switching technology
based on labels carried between the layer-2 and layer-3 headers that speed up
IP datagram switching. MPLS can be used for QoS provisioning in Ethernet
networks. One of the reasons for this is that MPLS supports a special type of
connections called Label-Switched Paths (LSP). The LSP setup and tear-down
relies on a resource management protocol, usually the Label Distribution Pro-
tocol (LDP), but RSVP with the appropriate extension for MPLS can be used
as well.

*  Provider Backbone Transport (PBT): PBT is a group of improvements that
turn Ethernet into a connection-oriented technology by re-interpreting some
fields of the MAC frame. With PBT, MAC addresses keep their global mean-
ing. This has good implications for OAM, when compared to technologies
based on labels with a local meaning, like ATM or MPLS. Given a source and
destination MAC addresses, the route of a PBT virtual circuit is identified by
means of VLAN tags. VLAN tags can be reused, and this increases scalability.
The Spanning Tree Protocol (STP) and IEEE 802.1ad bridging are not used
and can be disabled. In PBT, switching tables are not autoconfigured by bridg-
ing, but set by a control plane separated from the forwarding plane.
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0 All users are allowed
to send packets

e A trunk link becomes congested
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Figure 6.6  How resource management acts: (a) Without resource management, all users
experience degradation on their applications whenever there is congestion in the
network. (b) If congestion management is used, only some subscribers are not
allowed to send data, but the others are not affected.

6.4 TP QoS

Ethernet often relies on other complementary technologies such as IP or MPLS for
QoS provision. IP in particular has become a key technology for multiplay networks,
and it is quite realistic to think that it will be in charge of QoS provisioning as well.
There are two QoS architectures available for IP:

1. The Integrated Services (IS) architecture provides QoS to traffic flows. It relies
on allocation of resources in network elements with the help of a signaling pro-
tocol, the ReSerVation Protocol (RSVP).

2. The Differentiated Services (DS) architecture provides QoS to traffic classes.
Packets are classified when they enter the network, and they are marked with
DS code points. Within the network, they receive custom QoS treatment
according to their code points only.
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The IS architecture is more complex than the DS architecture, but it potentially pro-
vides better performance. One of the most important features of the IS approach is
the ability to provide absolute delay limits to flows. On the other hand, the DS ap-
proach does not rely on a signaling protocol to reserve resources, and does not need
to store flow status information in every router of the network. Complex operations
involving classifying, marking, policing and shaping are carried out by the edge
nodes, while intermediate nodes are only involved in simple forwarding operations.
The IS architecture is better suited to small or medium-size networks, and the more
scalable DS approach to large networks.

6.4.1 Class of Service Labels

IP CoS labels are defined either by the ToS labels or the DS code points. The ToS
byte forms a part of the IP specification since the beginning, but it has never been
extensively used. The original purpose of the ToS bit was to enhance the perfor-
mance of selected datagrams, to make it better than best-effort transmission QoS. To
do this, a four-bit field within the ToS byte is defined, and it includes the require-
ments that this packet needs to meet (see Table 6.1).

Table 6.1
Meaning of ToS bits.

Binary value ~ Meaning

1xxx Minimize delay

x1xx Maximize throughput
xx1x Maximize reliability
xxx1 Minimize monetary cost
0000 Normal service

In addition to the four-bit field mentioned before, there is a three-bit precedence
field that makes it possible to implement simple priority rules for IP datagrams (see
Table 6.2).

Table 6.2
Precedence bits and their meaning

Binary value  Meaning

000 Routine
001 Priority
010 Intermediate

011 Flash
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Table 6.2
Precedence bits and their meaning

Binary value  Meaning

100 Flash override

101 Critic / ECP

110 Internetwork control
111 Network control

The ToS values encode some QoS requirements for the IP datagrams, but the
decision on how to deal with these values is left to the network operator. For exam-
ple, some operators might meet the “Minimize delay” requirement by prioritizing
packets with this mark, but other operators might rather select a special route re-
served for high-priority traffic.

This is a major difference between ToS values and DS code points. While the
ToS values specify the QoS requirements for the IP traffic, the DS code points re-
quest specific services from the network. Defining these services, created by means
of different PHBs, is the core of the DS architecture specification.

Although there are some recommendations, most of the PHB encoding by
means of DS code points are configurable, and they can be freely chosen by the net-
work administrator. The only constraint for this is the backwards compatibility with
the old ToS encodings.

There are some PHBs defined to be used by DS routers. The most basic of them
is the default PHB that provides basic best-effort service and must be supported by
all the routers. The recommended DS code point for the default PHB is 000000. Ad-
ditionally, the Assured Forwarding (AF) PHB has a controlled packet loss, and the
Expedited Forwarding (EF) PHB has a controlled delay. Other experimental PHBs
are the Less than Best Effort (LBE) PHB for transporting low-priority background
traffic, or the Alternative Best Effort (ABE) PHB that provides a cost-effective way
to transport interactive applications by making the end-to-end delay shorter, but with
higher packet loss.

6.5 END-TO-END PERFORMANCE PARAMETERS

The first step in offering QoS is to find a set of parameters to quantify and compare
the performance of the network. QoS is provided by the network infrastructure, but
experienced by the users. This is the reason why QoS is specified by means of
end-to-end parameters. There are at least four critical QoS metrics to define:

* Delay
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ToS Field DS Field
bits 3 4 1 bits 6 2
Precedence ToS | MBZ| DSCP CuU

Precedence: Priority assigned to the packet
ToS: Type of Service
MBZ: Must Be Zero

DSCP: Differenciated Service CodePoints
CU: Currently Unused

bytes bytes

1 2\ 3 4 1 L2 3 4

v | HL | Tos Len V| Class|  FlowLabel
Id Fig ‘ Offset IPL ‘ Next ‘ Hop
TTL | Prot Chk
SRC SRC
DST
Opt Pad
DST
- Data +
-X Data T
IPv4 Datagram IPv6 Datagram

V: The IP protocol version (4) V: The IP protocol version (6)
IHL: IP header length in 32 bit words Class: Enables QoS provision
ToS: Enables QoS provision Flow Label: Identifies traffic flows
Len: Total packet length IPL: Payload length
Id: Identifier to reassemble fragmented packets Next: Identifies next header
Flg: Fragmentation flags Hop: Maximum hops before being discarded
Offset: Fragmentation offset SRC: Source IPv6 address
TTL: Time to live DST: Destination IPv6 address
Prot: Protocol used in the data portion Data: Data, variable length

Chk: Header ckecksum

SRC: Source IPv4 address

DST: Destination IPv4 address

Opt: Options, variable length

Pad: Padding, fills out the 32 bit words
Data: Data, variable length

Figure 6.7  IPv4 and IPv6 datagrams and the format of the ToS and DS fields, both related to
QoS provisioning.

* Delay variation
* Loss

* Bandwidth
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6.5.1 One-way Delay

The end-to-end one-way delay experienced by a packet when it crosses a path in a
network is the time it takes to deliver the packet from source to destination. This de-
lay is the sum of delays on each link and node crossed by the packet (see Figure 6.8).

Packet
>
Router Router
= =
—
F—Ir—St\—blt e oo - o o m o m— - - P - One-way delay
w1 Te '

AT = ZTCi + ZTSi + ETpi

Tci (propagation) = distance / vp
Ts; (serialization) = distance / vt

Tpj (processing) = queuing + switching

AT

“Last bit

Figure 6.8  One-way delay is the sum of delays on each link and node crossed by a frame.

The Round Trip Delay (RTD), or latency, is a parameter related to one-way de-
lay. It is the delay of a packet on its way from the source to the destination and back.
RTD is easier to evaluate than other delay parameters, because it can be measured
from one end with a single device. Packet timestamping is not required, but a mark-
ing mechanism of some kind is needed for packet recognition. The best-known RTD
tool is Ping. This tool sends Internet Control Message Protocol (ICMP) echo request
messages to a remote host, and receive ICMP echo replay messages from the same
host.

There are three types of one-way delay:
*  Processing delay is the time needed by the switch to process a packet.

*  Serialization delay is the delay between the transmission time of the first and
the last bit of a packet. It depends on the size of the packet.

*  Propagation delay is the delay between the time the last bit is transmitted at the
transmitting node and received at the receiving node. It is constant, and it de-
pends on the physical properties of the transmission channel.
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6.5.2 One-way Delay Variation

The one-way delay variation of two consecutively transmitted packets is the
one-way delay experienced by the last transmitted packet, minus the one-way delay
of the first packet (see Figure 6.9). The one-way delay variation is sometimes re-
ferred to as packet jitter.

Packets

v

2

Q Network
One-way Delay Variation

Lo AAT = AT, — AT4

AT, : delay of the first packet

Packet |

AT, : delay of the second packet

Packet || Packet |
[

>

iy

} AT,

Figure 6.9  One-way delay variation: measurement and impact on data periodicity

In packet-switched networks, the main sources of delay variation are: variable
queuing times in the intermediate network elements, variable serialization and pro-
cessing time of packets with variable length, and variable route delay when the net-
work implements load-balancing techniques to improve utilization.

6.5.3 Packet Loss

A packet is said to be lost if it does not arrive to its destination. It can be considered
that packets that contain errors or arrive too late are also lost.

Packet loss may occur when transmission errors are registered, but the main rea-
son behind these events is network congestion. Intermediate nodes react to high traf-
fic load conditions by dropping packets and thus generating packet loss. Congestion
tends to group loss events, and this harms voice and video decoders optimized to
work with uniformly distributed loss events. Loss distance and loss period are met-
rics that give information on the distribution of loss events.
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Loss distance is the difference in the sequence numbers of two consecutively
lost packets, separated or not by received packets.

Loss period is the number of packets in a group where all the packets have
been lost.

6.5.4 Bandwidth

Bandwidth is a measure of the ability of a link or a network to transfer information
during a given period of time. Capacity and available bandwidth can be defined for
links, or for entire transmission paths formed by several links. However, for QoS,
the most important bandwidth metric is the available end-to-end capacity, because
only end-to-end parameters are relevant when evaluating a service.
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Chapter 7
Gigabit Ethernet Testing

New fast-growing services, such as e-commerce, Voice over IP (VolP) applications,
Internet radio and telephony, and Video on Demand (VoD) are together pushing so
strongly that core networks are also migrating to Next Generation SDH (NG-SDH)
to provide efficient and seamless Ethernet transport over longer distances.

7.1 GIGABIT ETHERNET MIGRATION

Today GbE and IP are very attractive to network providers, and they are ready to
compete with many legacy networks based on PDH and xDSL. The adoption of Mul-
tiprotocol Label Switching (MPLS) technology can add connection-oriented fea-
tures. For those services and fault-tolerant architectures designed to deliver
mission-critical services, Resilient Packet Ring (RPR) can improve resilience to a
level where it is close to SDH. In other words, adoption of GbE is under way. Inte-
gration of much of the infrastructure is in progress, and many datacom and telecom
services are being moved from circuit-oriented and connection-oriented networks to
packet-oriented networks.

Lower capital expenditure (capex) and easy integration into the enterprise are
well known aspects of GbE that will speed up its widespread adoption. While this is
true, it is not enough. We need to consider the operational side of designing, install-
ing, and maintaining the new networks. This can account for around 50% of the ser-
vice cost [6].

Some studies carried out by the Metro Ethernet Forum (MEF) suggest that op-
erational cost models (opex) of GbE can be 22% cheaper than their equivalent TDM,
ISDN, FRL and ATM opex in western markets. Despite this positive perspective,
operators need to know which methodology should be used for bringing into service
and maintenance, including the parameters to be tested, Quality of Service (QoS)
levels to be provided, and the SLAs to be offered with parameters such as availabil-
ity, bandwidth profile, jitter, frame loss, and delay.

111
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Figure 7.1  Ethernet topology and Gigabit Ethernet testing points.

Carrier-Class Services

The MEF has set a number of standards to provide carrier-class Ethernet services
with quality levels equivalent to the existing data networks such as FRL and ATM.
However, in spite of the expectations, they have not been widely accepted or imple-
mented by carriers. A wide range of implementations exist, from complex layer-2
services to simple point-to-point connections [1]. This diversity makes it difficult to
unify services and service extensions, and crossing more than one carrier becomes
very complicated. For example, jumbo frame support, bandwidth profiles, link ag-
gregations, and performance and remote testing facilities are limited.

Most of the Ethernet services lack a class-of-service system to prioritize traffic,
making Ethernet just a best-effort service. Often, it is necessary to use a high-band-
width backbone to guarantee a Service Level Agreement (SLA) that specifies that
there are no delays in traffic throughput. The problem is that this policy leads to
wasted resources, and it does not fully guarantee that the service would be achieved
all the time.

Another limitation is the lack of standardized resilience and fast re-routing ca-
pabilities, often due to a combination of Resilient Packet Ring (RPR), classical SDH
protection architectures and LCAS implemented in Next Generation SDH. This sit-
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uation makes Ethernet not very well positioned, and often unsuitable for critical ap-
plications or services, such as real-time video, or critical applications that have
strong surveillance requirements.

One more difficulty that holds up quicker GbE acceptance is the lack of demar-
cation points, which makes it difficult to separate the network belonging to the car-
rier from the part of the network that belongs to the customer. This is why Operation
and Maintenance (OAM), monitoring and far-end testing are not easy in Ethernet.
However, certain proprietary solutions have been developed that allow loop-back
frames and pattern generation/detection, but these are just temporary solutions.

7.2 THE TESTING CHALLENGE

The use of Ethernet beyond the LAN is yet another challenge and it is necessary to
ensure that the provided service is deployed correctly and in a reliable way. This is
especially true as these type of services are typically provided as an expensive lease
contract with a service provider, and they can only rarely be totally controlled by the
user. A range of test scenarios and test methods must be developed to allow the op-
erator and end user to prove that a service is providing the required QoS, and to assist
the investigation and resolution of faults or disputes.

There are certain keywords that seem to crop up again and again when talking
about test and measurement applications: Research and Development (R&D), man-
ufacturing, approval, acceptance, installation, bringing-into-service, maintenance,
and monitoring.

In the area of R&D and the manufacture of Network Elements (NE), testers can be
used as laboratory generators for carrying out measurements on prototypes of the
NEs or parts of elements.

7.2.1 Approval and Acceptance

Many times Ethernet operators or users wish to approve a specific node or station,
or compare competing pieces of equipment from different manufacturers. An equip-
ment that has been purchased must also be tested to see that it is working correctly
before it can be accepted by the buyer.

These tests are known as approval and acceptance tests, and they are described
more thoroughly in see Chapter 8 "Approval and Acceptance Tests".
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7.2.2 Installation

Many times, installation tests are defined together with acceptance tests, and for this
reason they are often called installation/acceptance tests.

Certain NEs, with the transmission media to which they are connected, go to-
gether to make up clearly defined links, which must be tested when they are brought
into operation for the first time. For this reason a series of bringing-into-service tests
is defined.

Later, it will be necessary to set up and verify every single link that makes up
the network; but now is the time to connect the node to the physical media. Once
nodes are connected, this is the setting up or turning up stage, and it often requires
configuration of IP, address, routing algorithms and VLAN definitions. A continuity
test must be performed on the three different layers - physical, MAC and IP, to make
sure that traffic can flow through the network.

7.2.3 Maintenance

Once the GbE network has been installed and brought into service, it must be main-
tained to guarantee its operation for the users. This involves making repairs when
faults occur, as well as performing routine checks on the network when everything
is working correctly. For this reason, maintenance tasks are performed that also re-
quire testers to locate faults and make sure that parts of the network are working

properly.

Once all the links have been brought into service, the applications must be
downloaded and executed. End-to-end verification is also needed here.

7.2.4 Monitoring

One final application is monitoring, which is normally done using testers connected
to elements. The tester monitors the network over a long period of time to check that
the network is working properly. These testers can usually be operated remotely. Fi-
nally, once the whole installation is ready, monitoring is needed to troubleshoot any
problem that may occur, and finally to analyze the traffic statistic to get the best pos-
sible performance from the network.

7.3 HANDS-ON IN TESTING: CONNECTION MODES

One consequence of the difficulties mentioned before is that more accurate testing
is required now that Ethernet installations go further than the LAN.
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A connection mode is basically how the tester is connected to a GbE interface. How-
ever, it is more than this, because it often determines the type of tests than can be
performed.

7.3.1 Termination Mode

In termination mode the tester emulates an active station to stress part of the network
with traffic, for example a physical medium, a device, a link; or to stress the whole
network. The tester activates the transmitter and receiver of one interface (see
Figure 7.2). Both ports of the tester, Rx and Tx, are activated for full emulation.

Most tests are available in this mode, for example BERT, G.821, G.826, traffic
statistics, alarms, performance, and continuity tests such as trace route or IP ping.

Termination Mode

Tx _ Rx
GbE Device Transmission line
< Tx

Figure 7.2  Termination connection mode for signal analysis on gigabit optical and electrical
interfaces.

7.3.2 Loop-Back Mode

Loop-back mode is used to send the frames or packets back to the source station (see
Figure 7.3). Looping back the information can be done at different layers:

*  Physical layer — frames are looped unchanged including invalid frames

*  Frame layer — frames are looped unchanged excluding invalid frames

®*  MAC layers — source and destination MAC addresses are swapped

® [P layer — source and destination IP and MAC addresses are swapped

Loop-back mode enables the tester to perform a full analysis of the traffic, because
the same traffic that the tester generates is returned for further analysis.

This may be a necessary configuration with RFC 2544 or BERT measurements, be-
cause the procedure typically demands that the same tester is used for both test pat-
tern generation and analysis.
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Loop-Back Mode

Transmission line Tester

loop %M

Figure 7.3  Loop-back mode for optical and electrical interfaces.

The far-end unit provides an intelligent loopback at Layer 3 (IP address layer).
The tester must provide Address Resolution Protocol so that the network route could
be discovered. Filters are useful so that broadcast traffic (or any IP address that is
not relevant to the test procedure) does not need to undergo the loopback process.
This will control the amount of extra traffic on the network and prevents possible
overload.

7.3.3 Monitor Mode

Monitor mode is useful for obtaining traffic statistics and performance analysis. It is
a basic mode for troubleshooting and maintenance of existing networks (see
Figure 7.4). In this mode only the receive ports are active; the transmitter ports are
disabled.

When an optical physical medium is being used, the connection can be made us-
ing optical splitters. If the media is UTP cabling, it is necessary to use a node for
re-transmission.

Monitor Mode

GbE Device

Figure 7.4  Monitor mode suitable only for optical interfaces.
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7.3.4 Pass-Through Mode

The pass-through mode enables you to simultaneously monitor and insert traffic into
an existing link. Two ports (transmit and receive) are needed so that traffic can be
passed through the tester for monitoring and generating purposes (see Figure 7.5).

The most common tests to carry out in pass-through mode are traffic statistics,
alarms, packet export, trace route, or IP ping.

Pass-Through Mode

GbE Device GbE Device

Figure 7.5  Pass-through mode, suitable for optical and electrical interfaces.

7.4 FRAME-ORIENTED VS. BIT-ORIENTED

Ethernet is a frame-oriented technology, which means that information is put into
frames and then sent to the destination.

In contrast, bit-oriented technologies, which are commonly used in networks like
POTS, ISDN, GSM, PDH or SDH, constantly transmit a stream of bits in a predict-
able Time-Division Multiplexing (TDM) sequence. As a result of this, BERT
end-to-end tests do not have the same meaning in Ethernet. In Gigabit Ethernet, sta-
tions drop entire frames as soon as a single bit causes a Frame Check Sequence
(FCS) error (see Figure 1.16). This means that if an errored frame of 1 500 bytes is
dropped because it had one bit error, then 12 000 bits are lost.

This does not mean that BER tests should not be used, as there are still many
valuable tests that can be performed. In particular for transparent link-to-link Ether-
net connections, or even in Metro Ethernet, a BER test is useful whenever the traffic
does not cross nodes that can drop frames. IEEE 802.3 Annex 36A contains descrip-
tions of the test patterns that are used for stressing transmit and receive devices to
ensure best performance in relation to jitter, and according to each definition these
may be used in a framed or unframed mode. In addition, operators familiar with
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BERT may specify use of Pseudo-Random Bit Sequences (PRBS), though the appli-
cability of these is debatable due to the frame format of Ethernet compared with tra-
ditional constant bit stream of TDM circuits.

Since Ethernet is a store-and-forward technology, link-to-link testing proce-
dures are more valid than end-to-end procedures. It does not necessarily mean that
tests such as from customer premises to service providers cannot be executed, but it
does mean that Ethernet layer link-to-link tests are better. When it is necessary to
verify the service, it is also better to use the higher layers, such as IP and Applica-
tions, in addition to the Ethernet layers.

7.5 ACCEPTANCE TEST

This is a benchmark test to verify that a product performs the required functions and
meets specified operational parameters. Tests include traffic generation, and analy-
sis of the data received from the Device Under Test, DUT. This approach tests the
physical interface, and then hardware and software functionality.

Ethernet
Traffic
Generator
DUT
) Optical signals -~
> —

< I

90% Optical splitter
)
10%

Gigabit Ethernet tester

Figure 7.6  Setup for measuring optical signals.

The tester should be connected directly to the device to minimize the effects of the
transmission medium. It includes PCS, PCA, Auto-negotiation, Flow control, Per-
formance and Synchronization tests (see Chapter 8).
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7.6 INSTALLATION CABLING TEST

The demand for regular performance checks in mission-critical networks is a busi-
ness opportunity for the cabling installer, with the chance to set a contract in place
for regular re-testing. A proactive approach involving regular testing of the cabling
system can prevent incidences of costly downtime in Gigabit Ethernet, where sensi-
tivity to cable and connector related problems is higher [7].

Mission-Critical Networks

A proactive approach involving regular testing and monitoring of the cabling system
can prevent costly downtime, which in today’s technology-focused business world
is more critical than ever. Today’s networks, for so many organizations, are literally
essential to the business, meaning the same level of reliability expected from tele-
phone voice services and electrical utilities is required from the network.

Physical media qualification

\r

v

Figure 7.7  Cabling test has to verify that the fiber of the UTP cable is suitable to transport
Gigabit Ethernet traffic. Analog, digital and TDR measurements are carried out.

Physical-layer problems are among the most troublesome and expensive causes
of network downtime and slow operation. It is widely accepted that around 70% of
network downtime can be attributed to cabling. This is not a result of faulty systems,
instead network failures are effectively human failings in the form of poor installa-
tion and control. Companies making the transition from 10 Mbit/s to 100 Mbit/s to
1000 Mbit/s Ethernet are discovering that higher-speed transmission is more suscep-
tible to cable and connector related problems.

The growth in mission-critical networks and the development of sensitive
high-bandwidth systems has put regular testing high on the agenda for many end-us-
ers as a means to ensure that the cabling infrastructure they have paid for is consis-
tently performing at optimum efficiency. Through keeping and understanding test
records, end-users are able to identify deficiencies and remedy them quickly. In ad-
dition, an end-user will be in a much stronger position when dealing with the man-
ufacturer, should system warranty issues arise. Not keeping accurate test records can
create difficulties for effective troubleshooting.
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The Role of the Installer

There is a growing trend among IT managers working with mission-critical net-
works to carry their own cable testers for regular performance checks following
moves, adds or changes. The important test data for copper and fiber testing is ex-
plained in the following sections.

7.6.1 UTP Cable Test

Installation guidelines for Category 6 systems are the same as those for Category Se
and Category 5, but the margins in the pass/fail limits are significantly reduced. This
means issues such as cable pulling tension, bend radius and cable ties must be given
close attention to ensure that the performance of the system is not degraded.

Category 5 specified only four test parameters; wiremap, length, attenuation and
crosstalk. Category 6 specifies twelve parameters to be measured over a wider fre-
quency range and to tighter tolerances.

*  Near-End Crosstalk (NEXT) and Equal-Level Far-End Crosstalk (ELFEXT)
are measures of signal coupling from one cable pair to an adjacent pair at the
near and far ends of the cable in one automatic test. ELFEXT is measured at
the far end, by injecting a signal on to a cable pair at one end of the link, and
measuring the induced signal on another pair at the other end. High levels of
crosstalk can cause excessive retransmissions, data corruption, and other prob-
lems that slow down the network system.

®  Return Loss (RL) measures the ratio of reflected to transmitted signal strength.
Good-quality cable runs have little reflected signal, indicating good impedance
matches in the links. Like attenuation, excessive return loss reduces signal
strength at the receive end, and indicates a mismatched impedance at some
point along the cable run. A value of 20 dB or greater generally indicates a
good twisted pair cable. A value of 10 dB or less is bad, indicating large reflec-
tions.

*  Powersum NEXT and Powersum ELFEXT are calculated values which mea-
sure the crosstalk effects of three transmitting pairs on the fourth, in the same
cable sheath. This parameter is particularly important for Gigabit Ethernet and
other applications that transmit and then receive on all four pairs.
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Figure 7.8  Wire cable test with ALBEDO Ether.Giga

*  Powersum ACR measurements are calculated by summing the NEXT between
a selected pair and the other three pairs in the same cable sheath.

*  Delay measures the period of time for a test signal applied to one end of the ca-
ble run to reach the other end.

*  Skew indicates the difference between the measured time delay for that pair and
the pair with the lowest value. This timing is critical for Gigabit Ethernet appli-
cations that transmit on all four pairs simultaneously, switch and then receive
on all four pairs.

7.6.2 Fiber Optic Cabling Test

Traditionally, testing the fiber backbone of a structured cabling system just meant
checking signal loss. Now, with many systems incorporating a much greater propor-
tion of fiber and much higher demands on performance, more test functionality is
required.

The latest testers allow presentation of measurements for length, delay and sig-
nal loss. Some go even further by allowing selection of network-specific certifica-
tion tests, including 1000BASE-LX and 1000BASE-SX for Gigabit Ethernet. This
allows an installer to produce data from which he can certify fiber for the common
network types.
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For troubleshooting, a full trace analysis, showing all the events (splices, breaks
etc.) on the fiber link is ideal. The Optical Time-Domain Reflectometer (OTDR) uses
backscattered light to determine the loss in the cable. As a result, this indirect test
method can show significant deviations from the insertion loss tests compared with
the results obtained with a tester emulating Gigabit Ethernet stations.

At present, OTDR instrumentation of the sort used routinely in long-haul public
service networks is well beyond the budget of many installers. Modern high-perfor-
mance cable testers offer an OTDR-like capability, enabling full trace data acquisi-
tion and analysis over LAN links. This allows documentation to be presented on
every event on the fiber link at installation, so that trace comparisons can be made
in the future, if problems arise.

7.7 INSTALLATION

Once the network nodes have been tested and are working, and the physical medium
has been qualified for transporting Ethernet, it is time for installation. The operations
involved are configuration of nodes, setting up links and interconnections. Once the
segment, the subnetwork, or the whole network is interconnected it must be checked
to verify the continuity, link-to-link or end-to-end, at different layers including phys-
ical, MAC and IP.

7.7.1 Configuration

It is always necessary to configure the network and nodes including protocols to use,
IP addresses, networks, subnetworks, masks, routing tables, mappings, gateways,
etc. The last step checks that the application is reachable.

7.7.2 Continuity Tests

Continuity tests must be performed at different layers. First at the physical layer to
make sure that the signal arrives at the nodes and stations. Secondly at the MAC lay-
er to check that the stations are properly connected, and that repeaters and switches
are forwarding the frames. Finally at IP layers to check the configuration and the
mask being used.

7.7.2.1 Physical Continuity

Physical continuity tests are run by generating traffic with a tester, or simply sending
an electrical or optical signal that must be read at the far end of the link. The simplest
way to do this is by looping the cable at the far end, but if it is convenient, you may
want to connect a second tester to measure physical parameters as well.
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Figure 7.9  Physical layer continuity and BER test using G.821.

Performing a proper BER test at the physical layer is a good first test to measure
the quality of the link. For example, the results of a G.821 test (see Paragraph 7.3.1)
will give a good evaluation of the medium being used. A poor result may suggest
that you should perform deeper testing, often using specific tests for each media
type. This will help you to find the causes of poor performance (see Paragraph
Figure 7.6).

7.7.2.2 MAC Continuity

After interconnecting the Ethernet nodes, station and cables, it is time to check the
continuity of Layer 2. The set of tests to be performed must guarantee that MAC
frames can be exchanged in the LAN, VLAN, or Metro network you are rolling out.

The topology of the network to be tested may be very different; from simple
point-to-point topologies up to complex network and subnetworks, with different
types of cables, hubs, routers, and switches. On Metro networks we may find links
where Ethernet frames are transported by a core network like SDH or DWDM. In
this case Ethernet mapping to SDH and media converters for DWDM transport must
also be considered as a possible cause of discontinuity (see Figure 7.10).

Origin
MAC address Mapping
converter

Destination
MAC address

Access network

Ethernet Frame—»

Figure 7.10 Continuity test at MAC layer. Media converters to long-haul optical signal care usec
in DWDM. Classical mappings in Virtual Containers, GFP and LCAS are used to
transport Ethernet over SDH.
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7.7.2.3 1P Ping and Trace Route

IP ping tests are typically end-to-end continuity tests, but they can also be very use-
ful for troubleshooting segments and subnetworks. An IP ping test checks if the ad-
dress, masks, routing tables, and routing algorithms have been properly configured
in stations, routers and servers. Ping is a basic Internet program that lets you verify
that a particular IP address exists and can accept requests. Ping is used diagnostically
to ensure that a host computer you are trying to reach is actually operating. If, for
example, users cannot ping a host, they will be unable to use HTTP to browse or FTP
to send files to that host. Ping can also be used with a host that is operating to see
how long it takes to get a response back. Unfortunately ping is very limited; it can
only verify that a particular IP resource is addressable from one other point on the
network.

Trace route can be very useful to find paths and delays. It is a utility that records
the route (the specific gateway computers at each hop) through the Internet between
the point from where the test is being executed, and a specified IP destination. It also
calculates and displays the time each hop took. Trace route is a useful tool both for
understanding where problems are in the Internet network, and for getting a detailed
sense of the Internet itself.

IP address IP address

= IP address

m IP address
| Metro e
| = B
IP ping 1P gacket—>

Trace Route ~ 5 >
addr, time addr, time addr, time

Figure 7.11 Continuity test at IP layer verified by means of IP ping and trace route.

7.8 RFC 2544 OR PERFORMANCE TEST

Many Gigabit Ethernet test solutions have adopted the guidelines of the Internet En-
gineering Task Force recommendation RFC 2544, which was originally intended for
verifying the performance of LAN devices at the MAC layer. The document de-
scribes a set of procedures for measuring the performance of Ethernet equipment,
but it is also used for the overall networksee Chapter 9 "Performance Testing".

The procedures to measure performance are:

*  Throughput: Defined as the number of bits transmitted per second through the
DUT or the network without losing data or dropping frames.
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*  Latency: Measures the average time that elapses between sending traffic and
receiving it. This measurement can be end-to-end or round trip delay.

*  Frame loss: Measures the offered load as a percentage of the maximum line
rate at which no frames are lost.

®  Burstability or back-to-back: Defined as the maximum number of frames that
can be sent in a fixed period of time without frames being dropped.

®  Recovery: Characterizes how quickly the network recovers from an overload
condition.

®  Reset, or the time at which a network or station recovers from a reset.

7.9 PERFORMANCE MEASUREMENTS

The aim of performance measurements is to provide operators and users with infor-
mation on the bit errors that occur on their digital links. For this, there is a series of
ITU-T recommendations on the performance of digital links, including international
connections.

Generally, transport networks can be monitored in an end-to-end or segmented
way. In the case of Ethernet we have a difficulty mentioned earlier in this chapter
(see Paragraph 7.4). Measurements on paths give information to the user about the
overall Quality of Service (QoS). Measurements on lines and sections are performed
during repair, installation, and maintenance, to make sure that previously established
performance objectives are met. The main ITU-T recommendations concerning
quality and performance measurements are G.821, G.826.

7.9.1 Physical Layer Test Using G.821

ITU-T Rec. G.821 was originally defined to measure errors on an international dig-
ital connection at n x 64 kbit/s. The scope of this recommendation is currently lim-
ited to simple digital links, however it can be used on Ethernet networks to measure
the quality of the physical medium.

G.821 is always an Out-of-Service Measurement (OSM), and the test equipment
generates a signal containing a known pattern, PRBS or user-defined, that can be an-
alyzed at the far end by another tester (see Figure 7.1). The far end can be looped if
attenuation or other physical parameters are not a limiting factor.
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7.9.2 Performance Measurements with G.826

ITU-T Recommendation G.826 was defined to complement, improve, and substitute
for G.821 (ISM and OSM measurements). It is based on the concept of errored
blocks. The recommendation originally specified the events and parameters that de-
fine the performance of the carrier network paths, such as PDH, SDH/SONET,
Frame Relay, or ATM, over metallic cables, fiber optics and wireless.

More recently, G.826 has been used by ALBEDO to create a G.826-like test to
measure the performance of Gigabit Ethernet, matching blocks to Ethernet frames.
This G.826-like measurement uses the Ethernet frames and the FCS (see Chapter 1
"Ethernet and Gigabit Ethernet") to monitor real traffic in an ISM. It can also gen-
erate frames with FCS for the most common cases of OSM.

Real traffic

Figure 7.12 Performance measurement using xGenius.

7.9.2.1 Error Performance Events for Paths

The main differences between Ethernet and TDM networks were explained above
(see Paragraph 7.4). The key point is that Ethernet nodes drop errored frames that do
not arrive at the far end. This means that G.826 results in Ethernet are equivalent to
PDH/SDH ones, but not in end-to-end test.

The frame-based events are:

*  Errored Frame (EF) — A frame in which one or more bits are errored. Note that
the frame will be dropped at the next Ethernet node, becoming a lost frame.

*  Frame Loss (FL) — A frame lost or dropped.

*  Errored Second (ES) — A period of a second with one or more errored or lost
frames.
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*  Severely Errored Second (SES) — One-second period that contains > 30% er-
rored or lost frames.

*  Unavailable Seconds (US) — Starts when 10 consecutive severely errored sec-
onds have been detected. These 10 seconds are part of the US. Availability
starts again after 10 consecutive non-SES have passed. If a bidirectional path is
considered, a US occurs if one or both directions are unavailable.

*  Background Frame Error (BFE) — An errored frame not occurring as a part of
an SES or an US period.

ITime

G.826

MSC)enéE)Ormred @ 1 frame lost
B < 30% frames lost/sec

V¥ > 30% frames lost/sec

Available
path?

Available
path?

lyes yes
ES=ES+1 ES=ES+1
SES=SES+1 BFL=BFL+FL

L—> End

Figure 7.13 Service Level Agreement test, G.826-like, for defects, errored blocks, ES, SES, US
BFE recognition.

The following is a list of error performance parameters, which should only be
evaluated while the path is available:

*  Errored Second Ratio (ESR) — The ratio of ES to total seconds in the available
time during a fixed measurement interval.

*  Severely Errored Second Ratio (SESR) — The ratio of SES to total seconds in
available time during a fixed measurement interval.
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*  Unavailable Seconds Ratio (USR) — The ratio of US to Available Seconds
(AS).

7.9.3 The Effect of Frame Loss

Frame loss is a very common event in Ethernet, because nodes drop frames if there
is a mismatch in the FCS, or if any other serious defect is detected (see Paragraph
7.4). Let’s now have a look at the consequences of this on performance.

If the network is transmitting isochronic information which is time-dependent,
for example audio or video, then higher layers, such as UDP, do not guarantee de-
livery of all the packets. Furthermore, if real-time information is being streamed, it
does not make any sense to retransmit lost packets. The slot time for that specific
packet from a conversation or a movie would definitely be gone. So the main con-
sequence is the loss of quality of the streamed information (see Figure 7.14).

When packet delivery must be assured, the higher-level protocols must guaran-
tee that every single packet arrives at the receiver. Connection-oriented protocols,
like TCP, have packet number IDs which allow the transmission of Acknowledge
Packets (ACK) when the packet has arrived correctly, or for requesting retransmis-
sion (Negative Acknowledgement, NACK) if it does not. Transmitters do not assume
that a packet has been received correctly until they receive the ACK, but if the packet
does not arrive, a time-out indicates that the packet must be retransmitted. This strat-
egy can have a devastating effect on the throughput if the algorithm is not properly
adjusted.

The performance of TCP over WAN (the Internet) has been extensively mod-
elled. A well-known paper by Matt Mathis [8] explains how TCP throughput has an
upper limit which can be expressed independently of the bit rate:

Throughput < 0,7MSS/RTDAFLR

The expression says that TCP throughput is proportional to the Maximum Seg-
ment Size (MSS), which is the Maximum Transmission Unit (MTU) minus TCP/IP
headers, and inversely proportional to Round Trip Delay (RTD) and Packet Loss Ra-
tio (PLR).

Example: We have an Ethernet connection from London to Barcelona with
RTD =30 ms, and FLR=0.09% (0.0009). If an MTU = 1500 bytes then
MSS = 1460), TCP throughput will have an upper limit of about 9 Mbit/s, inde-
pendently of the Ethernet bit rate! (see Figure 7.6) This is based on TCP's ability to
detect and recover lost packets. Note that using the same network, it would be diffi-
cult to change any parameters except MSS or packet size.
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Figure 7.14 Bandwidth requirements for several applications.

In LAN and Campus networks, RTD and PL are both usually small enough, so
that factors other than the above equation set the performance limit, for example raw
available link bandwidths, packet forwarding speeds, host CPU limitations, etc.

In the WAN, however, RTD and FLR are often quite large, and something that the
end systems cannot control.

e TCP connection

Ethernet connections = =
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fHi—=—= ——a—i

London ‘ | Barcelona
MTU=1500bytes PL=0.009%
_ )
~
RTD=30 ms

TCP throughput < 6.8 Mbit/s

Figure 7.15 Sample of throughput limits at higher layers. TCP does not scales very well in
Metro.
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7.9.3.1 Performance and Frame Size

Let's say we want to achieve a throughput of 500 Mbit/s on the same Barcelona —
London connection. To achieve this we have several options: reduce the latency, re-
duce the frame loss ratio, or increase the frame size.

a. Reducing latency should not be considered in a well designed network, except
if there is a problem. In this case it would be unrealistic, because it would
require a RTD = 0,5ms

b. Reducing the FLR is the second option, we would need a FLR <3 - 1077
Increasing the frame size to 9000 bytes.

Note that options a. and b. can be difficult and expensive to achieve, as they may re-
quire important changes in the infrastructure that are often impossible to implement.

Increasing frame sizes could be an alternative, but jumbo frames are not stan-
dard. Furthermore, this solution does not work in practice, because the cause of bit
errors increases the FLR size as well. One of the conclusions is that TCP does not
scale very well for high-speed network outside the LAN context.

7.10 MAINTENANCE

Once the network has been properly installed and applications are running, mainte-
nance is needed, mainly to troubleshoot problems, but also to modify the topologies,
or just update software or hardware. The same tools and similar procedures that were
used for bringing into service can now be used.

Additionally, it will be necessary to analyze real traffic, packet statistics, and special
maintenance information to find the causes of low performance, or a drop in service.

7.10.1 Out-of-Service Measurements

Once the Ethernet network is operational, this is a good time to measure the service
level. Typically, Ethernet installers will stress the network in different ways, gener-
ating a number of traffic patterns and different statistical distributions. Measure-
ments should be taken at significant points to get a complete picture of the network.

To set up the traffic generator, a set of parameters is used to define the charac-
teristics of the traffic:

1. Bit Rate (BR), the line rate where the node or the station is connected, and
where engineers feed the network with traffic
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Figure 7.16 Traffic profiles for testing user bandwidth profiles.

2. Bandwidth Utilization (BU), the percentage of line rate to be used. BU is useful
to check the throughput offered by the carrier, which usually is not the bit rate
of the line.

3. Frame Size (FS), this parameter is specified to make sure that the throughput is
independent of the packet size. Small packets are more demanding than larger,
because more are necessary to provide the same throughput.

4. Traffic Profile, the generation of frames can have a number of shapes including
constant, bursty and ramp (see Figure 7.1).

7.10.1.1 Traffic Profiles

Constant rate is useful for testing. Bursty traffic is a sophisticated version of con-
stant rate, and it can be used to discover problems with queue management. It is use-
ful to measure network performance under constant load, and it can be an acceptable
test for simple topologies with no traffic profile defined.

However, this is an unrealistic way to gauge performance, since real network
traffic normally consists of bursts of frames. Frames within a burst are transmitted
with the minimum inter-frame gap. The objective of the test is to determine the min-
imum interval between bursts which the node or the network can process with no
frame loss. During each test, the number of frames in each burst is held constant and
the burst gap varied.
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For those networks with a bandwidth profile definition, or any kind of SLA, it
is practical to use ramp generation. Ramp is a profile with an increasing number of
frames in each burst, while the burst gap can be held constant or varied. A ramp pro-
file is very good for testing network performance, and to discover at what level and
under which circumstances the node or the network delivers error-free frames.

7.10.2 In-Service Measurements

In-Service Measurements (ISM) are
performed with real traffic, without
interfering with normal services.

7.10.2.1 Traffic Control

Some switches and routers can limit
the bandwidth capacity. This means
that it is feasible to have a GbE net-
work offering just 150 Mbit/s. This
is important for managing the whole
network, and to execute UPC func-
tions (ATM-like) to create a more
predictable GbE. It is essential to test
these limitations at installation, but
also when the customer wants to up-
grade the pipe size.

7.10.2.2 Traffic Statistics
Traffic statistics are an important

source of information that help to
plan and develop networks.

Figure 7.17 Configuring traffic generation and loo
back with ALBEDO xGenius.

*  Common address — This type of test is run to find the most popular talkers and
listeners. The results can be useful so that you know how to adapt topologies
for the biggest providers and consumers of information.

*  Packet sizes — The efficiency of the network can be evaluated using different
packet sizes. If there are many small packets, the proportion of overhead com-
pared with payload data will be higher. The network can also be re-engineered
if necessary, diverting traffic to other routes to avoid congested points.

®  Patterns — It is also possible to identify traffic patterns (daily or seasonal)
which could be modified to balance the load better and get more revenue.
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Counts provide generic information about traffic conditions and quality.
Counts can include frames (total, broadcast, multicast, unicast), bytes (unidi-
rectional or bidirectional), FCS errors, PAUSE messages, and VLAN.

Sizes are separated
into several ranges
from 64 bytes up to
>1518 bytes. For an
equal number of
bytes transferred, it
is not the same to
transmit small
frames as large
frames, because the
payload-to-over-
head ratio is not the
same for the differ-
ent frame sizes. You
can also see if
non-standard frames are being used; that is, jumbo frames that extend the
frame size up to 9000 bytes.

unning
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=44« Event

lure 7.18 Autonegotiation.

Errors are always the first symptom that something is going wrong. It is useful
to have a comprehensive classification of errors on the network because they
show different causes: alignment, FCS, undersized frames, oversize frames,
fragments, and jabberssee Chapter 9 "Performance Testing".
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Chapter 8

Approval and Acceptance Tests

Ethernet operators and users may wish to approve specific nodes or stations, such as
network adapters, hubs, servers, switches, or routers, which will be used as standard
equipment on their network. Testing will help operators to decide which brand and
model to use. Often a specific physical medium must also be selected, from among
several optical and metallic alternatives, and this medium has to be qualified as well.

Approval and acceptance tests help operators to compare devices from different
vendors, with a view to choosing one. Some years ago it was also common that once
the equipment was purchased, a series of tests were carried out to every single device
to confirm that they were working properly before they were accepted by the buyer.
Acceptance and approval tests are defined by laboratories, and carried out by engi-
neers working for the purchasers.

These tests, performed by the purchaser, usually go hand in hand with installa-
tion tests performed by the installer. Both types of tests are often defined together,
and for this reason the documents where they are described usually refer to them as
approval/acceptance/installation tests.
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Figure 8.1  Ethernet devices
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8.1 ETHERNET TESTING SUITE

This Ethernet testing suite is an ex-
ample of a set of test procedures
that can be used to prove that an
Ethernet device complies with cer-
tain specifications.

In this book we have basically re-
ferred to the IEEE 802.3ab and
IEEE 802.3z standards. Neverthe-
less there are proprietary specifica-
tions as well, intended to cover
non-standard features that could be
eventually included. These proce-
dures can be developed by install-
ers or carriers to facilitate product
development and certification by
Ethernet equipment suppliers.

Approval and acceptance testing
suites are not necessarily methods
for demonstrating compliance, be-
Figure 8.2  Field testing GbE. cause they may be designed to ver-

ify certain features only. It may be

possible to demonstrate compli-
ance using other procedures. Laboratories of vendors, installers or service providers
can use testing suites when auditing or certificating equipment on behalf of the cer-
tification authority.

They do not require opening the Device Under Test (DUT) to access special test
points or to invoke test modes of operation. There are requirements that cannot be
verified by black-box techniques, and supplier-proprietary procedures are required
to test such requirements. These supplier-proprietary test procedures would be be-
yond the scope of an acceptance suite of a service provider.

Any testing suite has to be structured and adapted to the device features and
communication layers. A hub is different to a router, because hubs do not have the
IP functionalities that routers have, and this is why routers require an additional se-
ries of testing procedures. In the following test we have addressed only common fea-
tures of a generic gigabit device, intentionally excluding half-duplex mode and STP
cabling, because it is unlikely to find them on the market.
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8.2 PHYSICAL INTERFACES TEST

This is probably the first test to be performed, the verification of operating ranges of
transmitters and receivers, and data pulse shapes of both electrical and optical inter-

faces.

8.2.1 Optical Interfaces

Continuous, 0.067 20
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DST: 0000
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Figure 8.3  Summary pannel with laser
indicator

Testing optical interfaces is more important
than analyzing their electrical equivalents,
because optical components are more prone
to damage and contamination. The follow-
ing tests can detect most failures:

*Transmission power — An optical power
meter is needed for testing transmission
power. This test is used to measure the out-
put power of the device’s transmit laser or
LED.

*Receiver sensitivity — When optical power
falls below a certain limit, the level of noise
above the signal starts to become signifi-
cant, causing errors. Optical sensitivity test-
ing is key in evaluating the quality of
optical receivers. The values for sensitivity
are specified by the IEEE.

*Spectral density — Spectral density tests
are quite sophisticated, and they require an

optical spectrum analyzer. The result is compared with the acceptance mask for

the signal.

* Eye mask — An eye mask test uses an optical communications analyzer to
check transmit port compliance with industry standards. The eye mask can ver-
ify characteristics such as jitter, data rate and optical overload (see Figure 8.4).

*  Extinction ratio — Extinction ratio test determines the ratio of optical power for
a logical 1 versus a logical 0. The ratio must be large enough to ensure that the
detector circuits can differentiate a high data bit from a low data bit.
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8.2.2 Electrical Interfaces
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IEEE (see Figure 8.5).

Figure 8.4  Transmitter eye mask
definition.

Tests based on the Gigabit Ethernet speci-
fications may include:

Transmitter electrical specifications — In transmitter tests various attributes of
the electrical transmitter are verified including differential amplitude, skew,
and rise and fall times.

Receiver electrical specifications — Receiver tests measure the maximum input
and sensitivity, input impedance and jitter.

Peak differential output voltage and Level accuracy — Voltage measurements
are made at precise points in the output data stream, using predefined test set-
ups.

Maximum output droop — In receiver maximum output droop testing pairs of
points on particular pulses are measured and compared, to ensure that exces-
sive droop is not present, and to verify the receiver’s ability to exceed certain
levels of voltage droop.

Differential output templates — These measurements look at various positions
within a data stream to check that a standard waveform falls within a standard
template defined by the IEEE.

Return Loss (RL) — These tests measure the return loss for both the RX and TX
ports.
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Figure 8.5  lJitter tolerance for GbE.

8.2.3 Measuring Frequency

Low-quality synchronization sources that deviate from the nominal value of the sig-
nal they supply, or badly synchronized clock recovery circuits can give rise to prob-
lems in the operation of NEs. For this reason, it is necessary to measure the
frequency of the line signal at all hierarchical levels, and check its deviations.

The GbE tester needs to be capable of measuring the frequency of the signals
received, and, in some cases, the associated line codes as well. The frequency of the
signal is usually given in Hz, and its deviation relative to the nominal hierarchical
value in ppm. This shows whether the frequency measured is inside or outside the
range defined.

8.3 JITTER TEST

Line jitter occurs when bits on a link are received either earlier or later than expect-
ed, causing sampling at a non-optimum instant and increasing the probability of bit
errors and slips.

Line jitter should not be confused with frame jitter. Frame jitter is a quantity-re-
lated with the delay variation of frames delivered between the same transmitter and
receiver along the network (see Paragraph 6.5.2). It depends on queuing times in the
intermediate nodes as well as on the route followed by the frames.
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Figure 8.6  Eye pattern of PAM-5 signaling.

8.3.1 Phase Fluctuation and Jitter

In terms of time, the phase of a signal can be defined as the function that provides
the position of any significant instant of this signal relative to its origin in time. A
significant instant is defined arbitrarily; for instance, it may be a trailing edge, or a
leading edge if the signal is a square wave.

In digital communications, phase is related to clock signals. Every data signal
has an associated clock signal that makes it possible to determine, on reception,
when to read the value of the bits this signal is made up of. Clocks can be generated
by the receiver, obtained from a high-quality timing source, or derived from the data
signal. Phase fluctuation is an impairment of the data signal due to a (time-depen-
dent) offset of this signal regarding its clock (see Figure 8.7).
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If the clock signal is generated by the receiver or obtained from a high-quality
timing source, phase fluctuation is always a potential cause of problems, but if the
clock is derived by the data signal, as is the case of Ethernet, then only phase fluc-
tuation above a certain frequency needs to be considered.

In Ethernet, the clock signal is recovered from the data signal with the help of a
Phase-Locked Loop (PLL) that is frequency-sensitive. A PPL can track low-fre-
quency phase fluctuations on the data signal, and only high-frequency fluctuation
can cause sampling errors. This high-frequency phase fluctuation is known as /ine
Jitter or just jitter.

8.3.2 Jitter Measurement
The main causes of line jitter in Ethernet networks are the following:

*  Random phase noise in the clock circuits caused by random movement of the
current carriers. This impairment is independent of the data signal.

®  Pattern-dependent jitter due to limitations of the receiver PLL. Ideally, the
clock can be embedded in the data signal and recovered transparently by the re-
ceiver PLL, but in real situations the clock signal is different for every possible
data signal. This type of jitter is accumulative, which means that it increases to-
gether with the increase in the number of repeaters looked at.

= = Test pattern
ol < ——
________ -> F——a———
4 | Report errors

Figure 8.8  Jitter measurement of an Ethernet node. The DUT generates a test pattern.
The tester measures the amplitude of the jitter generated by the DUT or just the
transmission errors due to the presence of jitter.

Pattern-dependent jitter makes the test signal important when testing jitter. The
IEEE defines test patterns to measure jitter. Each pattern has a different purpose, but
the measurement is always performed in the same way. A predictable signal is in-
jected by the transmitter that is being tested, and pattern errors are detected by the
tester.

The patterns are given to test GbE-level signals only. The reason is that it is eas-
ier for jitter to damage a high bit rate signal, because synchronization constraints are
more exigent for them.
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Table 8.1
Deterministic patterns to test jitter

Test pattern Bit sequence Code-group Purpose
101010101010101010101... D21.5 Test random jitter at a BER of

High-frequency 10-12 and test the asymmetry of
transition times

Low-frequency 1111100000111110000011... K28.7 Test low frequency random jitter
and PLL tracking errors

. 1111101011000001010011... K28.5 Test combined random jitter and
Mixed frequency

deterministic jitter

The IEEE defines deterministic and random test patterns. In fact, all the test pat-
terns are deterministic, but the patterns classified as random have a more complex
structure than the rest. Deterministic test patterns are obtained by looped transmis-
sion of a specific 8B/10B code group (see Table 8.1), whereas random test patterns
are streams of identical packets separated by a minimum /nter-Packet Gap (IPG)
and encapsulated in the usual way (see Figure 8.9).

byte 1 9 1521 1525 1537

| 55 55 55 55 55 55 55 D5 | BE D7 23 47 6B 8F B3 14 5E FB 35 59... (loop 126 times) | 94 D2 54 AC | 00 00 00 00 00 00 00 00 00 00 00 00|

Preamble Modified RPAT Sequence CRC IPG
(a)

byte 1 9 1521 1525 1537

55 55 55 55 55 55 55 D5 | BE D7 23 47 6B 8F B3 14 5E FB 35 59... (loop 29 times) |2F EO AAEF |00 00 00 00 00 00 00 00 00 00 00 00| -

Preamble Modified RPAT Sequence CRC IPG
(b)

Figure 8.9  Random patterns to test jitter, (a) long continuous random test pattern, (b) short
continuous random test pattern.

8.4 1000BASE-T PMA TESTING

These tests should determine if a product conforms to IEEE 802.3 (see Figure 8.10).
For testing Physical Medium Attachment (PMA) electrical characteristics, the stan-
dard defines a number of tests:

*  Peak differential output voltage and level accuracy — to verify that the value of
the wave form falls within the specified range.

*  Maximum output droop — to verify that the transmitted signal decays according
to the specification, but not faster.

* Differential output templates — to verify that output falls within the time do-
main template.
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Figure 8.10 1000BASE-T PMA test. Example of transmitter test modes of 1, 2, 3 and 4
waveforms. Bottom right, the Normalized Time-Domain Transmit Template
(NTDTT).

*  MDI return loss — to measure the RL at the MDI for all four channels.

8.5 1000BASE-X PCS TESTING

The PCS functions include the PCS transmit and receive, Carrier sense, Synchroni-
zation and Auto-Negotiation.

8.5.1 Synchronization Check

Synchronization ensures the alignment of multicode-group ordered sets to n-num-
bered code group boundaries. Synchronization is acquired by the detection of three
ordered sets containing commas in their leftmost bit positions without intervening in
valid code group errors (see Figure 8.11).

The DUT should be able to maintain synchronization while sending frames, and
for a specific set of invalid code group sequences.
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Acquire synchronization Synchronization lost

Maintain synchronization

Idle Frame 1 extension gap Frame 2 Idle

| . [n2rfn2ssi] 88108 codiication RI[RI| || Ri] - [ri]1s1] 881108 codification| i [na] .. |

Figure 8.11 In the line coding for I000BASE-X, code-words are used to encapsulate the frame
to unambiguously distinguish data from control information.

8.5.2 PCS Transmission

The Physical Coding Sublayer (PCS) uses a transmission code to improve the trans-
mission characteristics of the information to be transferred across the link (see
Figure 8.11). Some tests can be performed to verify that the DUT transmits informa-
tion correctly:

*  8B/10B conversion — each 8-bit data octet is mapped into 10-bit symbols (see
Paragraph 1.3.2)

*  Frame encapsulation — The Ethernet frame is encoded using the 8B/10B code
rules. However, control groups are also required for the line code: /S/ indicates
the start of a packet, /7/ and /R/ frame termination, /7/1/ and /I2/ inter-frame
gaps, etc.

8.5.3 PCS Reception

At the receiver side, the inverse functions should be implemented including 8B/10B
decoding, detecting end of packet, or the reception of /C/ during IDLE.

8.6 AUTO-NEGOTIATION

Many early implementations of the auto-negotiation feature are not compliant with
the final standard. Some may be fixed with driver updates, while others require new
hardware. For example, many Ethernet products older than 1997 do not support au-
to-negotiation. This has created a situation where the new standard-compliant prod-
ucts appear to be causing problems, when in fact it is the older, non-compliant
hardware that cannot take advantage of this new valuable feature.
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Auto-negotiation varies depending on the standard. 10/100/1000BASE-T are
potentially able to establish links between them, after a successful auto-negotiation
process has finished and common parameters have been agreed. 1000BASE-X also
has auto-negotiation capabilities, but reduced to the flow control mechanism only.

The following tests are intended to verify the capacity of the DUT to manage
the auto-negotiation protocol according to the IEEE 802.3.

8.6.1 10/100/1000BASE-T Auto-Negotiation

8.6.1.1 Enable/Disable

If the auto-negotiation function of the DUT is enabled, the device should always
send auto-negotiation messages (see Figure 8.12) as soon it is connected to a link
and before it reaches its final stage, which could be ‘link established’ or ‘impossible
to establish link’. After this stage these messages should cease. If the link is broken
and reconnected, the DUT must restart the process.

It is possible to disable the auto-negotiation feature in some devices. If this is
done, the DUT should not send any auto-negotiation messages at all.

Auto-negotiation Base Page
10/100/1000BASE-T 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

SO S1)| S2| S3| S4| A0 A1| A2| A3 | A4| A5| A6 | A7 | RF |Ack| NP
|

| T T Y T S T AT O
T
. X Selector Field: ‘ ick&%tezag?nzgfsem

fhzg:stly Resolution 883(1)(1) ) :EEE gggg Remote Fault Ir?dicator

1000BASE-T full duplex 00011-8025 Reserved

1000BASE-T half duplex . Asymmetric Pause (Full duplex only)

logsase Tt i Pause Ful dupor o)

100BASE-T2 half duplex 100BASE-T4 Half Duplex

100BASE-T4 half duplex 100BASE-TX Full Duplex

}ggigiET-TfX"h:'f fup'ex 100BASE-TX Half Duplex

-T full duplex
10BASE-T half duplex 10BASE-T Full Duplex

Lowest 10BASE-T Half Duplex

Figure 8.12  Auto-negotiation base page for 10/100/1000BASE-T using UTP and RJ-45. The
base page includes information about the abilities of the device (bit rate, duplex
mode, and flow control mode).

8.6.1.2 Base Page

The first action the auto-negotiation protocol must take is to declare itself to adver-
tise the abilities of the device by means of a especial message known as base page
(see Figure 8.12). The message must reflect the exact speed, duplex mode and flow
control features of the DUT. Naturally, a device should not advertise abilities it does
not have.
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8.6.1.3 Priority Resolution

When both devices attached to a link have sent the base page (if auto-negotiation is
enabled), they must proceed to the resolution of speed, duplex, pause mode, and
master/slave:

*  Speed resolution — The DUT must select the highest bit rate that both devices
can manage. The top—down priority list is, obviously: 1 Gbit/s, 100 Mbit/s, and
10 Mbit/s.

*  Duplex mode — The DUT must select full duplex (FDX) if both devices support
it, and if not, half-duplex mode is used.

*  Pause mode — If FDX has been resolved, the devices must also agree the flow
control scheme or Pause protocol support. Transmit (Tx) and Receive (Rx) ca-
pabilities can be independent, and this way we can get up to four combinations
per Tx/Rx pair. The possibilities are: a) Enabled Tx and Rx; b) Disabled Tx and
Rx, ¢) Enabled Tx, disabled Rx; d) Disabled Tx, enabled Rx.

*  Master—Silave — In 1000BASE-T, one device must be declared master; the other
one will be the slave. To decide which one is the master, the top—down
priorities are: manual configuration, multiport and single port. If both
are multiport or single port, it is necessary to send unformatted
page 2, and the device with the highest seed value will be declared
master (see Figure 8.13). Faulty situations occur when both devices are
manually configured to be either master or slave.

8.6.2 1000BASE-X Auto-Negotiation

The 1000BASE-X auto-negotiation mechanism is gigabit-specific. This means that
it is not possible to negotiate bit rate, but duplex operation, flow control and similar
capabilities. This mechanism cannot resolve any improper configurations of wave-
length of fiber optics. If that should happen, the link just wouldn’t work.

1000BASE-X has a set of 8B/10B codes to make sure that auto-negotiation
messages are not interpreted as data frames.

8.6.2.1 Enable/Disable

If the DUT’s auto-negotiation feature is enabled, it should always send auto-negoti-
ation messages (see Figure 8.12) as soon as it is connected to a link and before it
reaches its final stage, which could be ‘link established’ or ‘impossible to establish
link’. After this stage, the messages should cease. If the link is broken and reconnect-
ed, the DUT must restart the process.
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0O 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Message NeXt Page MO| M1| M2| M3| M4| M5( M6| M7 | M8| M9 |M10] T [Ack2 MP [Ack| NP
et t
Message ext Page presen

1000000000 - Null

0100000000 - One Technology UP follows
1100000011 - Two Technology UP follows
0010000000 - One Binary UP follows
1010000000 - Organizationally Unique Id.
0110000000 - PHY Id.

Acknowledgement
Message Page
Acknowledgement 2
Toggle

1110000000 - 100BASE-T2 One Ability UP follows
1110000000 - 1000BASE-T Two Ability UP follows

11 12 13 14 15

Unformatted Page 1 (UP1) |uo|ut|uz|us|ua| o|o]|o|ofo|o]|T phcdmp|ack|ne
1000BASE-T ‘
‘ ‘ Half Duplex
Full Duplex

Port type (1=Multiport)
Configuration (1=Master, 0=Slave)
Master/Slave Configuration (1=Manual)

Unformatted Page2 (UP2) o 1 2 3 4 5 6 7 8 9 10

.
‘ ‘ ‘Next Page present
Acknowledgement
Message Page
Acknowledgement 2
Toggle

11 12 13 14 15

SB

SBO| SB1|SB2 SB3 SB4| SB:!

1000BASE-T +
SB7|SB8/SBE1

T JAckqd MP | Ack|
| | | |

NP

Master/Slave Seed value
The device with the higher SEED
value is configured as MASTER

‘ ‘ l‘\lext Page present

Acknowledgement
Message Page

Acknowledgement 2

Toggle

Figure 8.13 Auto-negotiation. Unformatted pages 1 and 2 hold the information needed to
resolve the Master-Slave mode.

It is possible to disable the auto-negotiation feature in some devices. In that
case, logically, the DUT should not send any auto-negotiation messages.

8.6.2.2 Base Page

The first action the auto-negotiation protocol must take is to declare itself to adver-
tise the abilities of the device by means of a base page (see Figure 8.14). The mes-
sage must reflect the exact speed, duplex mode and flow control features of the
DUT.

8.6.2.3 Priority Resolution
When both devices attached to the link have sent the base page (if auto-negotiation

is enabled) they must proceed to the resolution of speed, duplex, pause mode, and
master/slave:
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Auto-negotiation Base Page
1000BASE-X

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Rsv|Rsv|Rsv|Rsv|Rsv| FD | HD |PS1|PS2{Rsv|Rsv|Rsv|RF1|RF2|Ack| NP
[ [
[ ———  ——) T
Reserved Next Page present
‘ Acknowledgement
Remote Fault: 00=0K

Pause: 00 No Pause 0(1) Bﬁvkme offlme

1 Failur
01 Asymmetric pause 11=Auto- negotlatlon error
10 Symmetric pause
11 Symmetric and Asymmetric pause

Reserved

Full Duplex
Half Duplex

Figure 8.14 1000BASE-X auto-negotiation base page message includes information about the
device’s abilities, such as duplex mode and flow control mode.

*  Duplex mode — see Paragraph 8.6.1.3.
®  Pause mode — see Paragraph 8.6.1.3.

*  Remote Fault (RF) — If the RF feature is supported, it is used to indicate error
conditions to the link partner. Any indication other than ‘No error’ can make
the link non-operational. If a problem is detected, a device can use an RF to in-
form its partner about the problem.

bytes 7 1 6 46 up to 1500 4 . _uEki‘l‘_tB_ _
[Preamble|SDF| DA | sA frype/LengI LLCData| Pad | FCS | Extension -
f Min. 64 bytes / Max. 1518 bytes |

Preamble: Synchronization pattern

SDF: Start Frame Delimiter (10101011)

DA: Destination Address

SA: Source Address

Type: Indicates the nature of the client protocol
Length: Number of bytes of the LLC data

LLC data: Information supplied by LLC layer

Pad: Ensures a minimum frame size of 64 bytes
Extension: Ensures a minimum frame size (only GigE)
FCS: Frame Check Sequence or CRC

Figure 8.15 The basic IEEE 802.3 MAC Frame format (1997).

8.7 MAC LAYER TESTING

The MAC is the data link sublayer in charge of transferring data to and from the
physical layer. It can be considered as the core of all Ethernet versions, and it is es-
sential for normal operation.
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A number of benchmarking tests can be performed to accept a specific Ethernet
device. However, many of the new Ethernet installations are full duplex only, to
avoid collisions and to increase throughput. In this case, the MAC layer is much sim-
pler, because it has to manage the CSMA/CD protocol needed when the physical
media is shared by two or more stations.

The majority of gigabit installations use full duplex only, which is also why we
have not considered half duplex verification in the following test.

8.7.1 Frame Error Management

When frames are detected by an Ethernet node, the complete frame is immediately
dropped. This is one of the peculiarities of Ethernet. We can carry on generating spe-
cial test traffic, and then analyzing how the DUT manages frames.

8.7.1.1 Receiving Frames
*  Preamble errors — This field is used to allow synchronization with the received

frame’s timing. An invalid preamble should not interfere with the reception of
a correct MAC frame, and the DUT should be able to get the packet.

Tester A Tester B
Source MAC Destination MAC Source MAC
Traffic generation DUT analysis Traffic generation

Figure 8.16 MAC frames analysis. At left, tester A generates a special frame to test how the
DUT works. Tester B should check if DUT1 forwards or drops every single frame.
While DUT1 could be a hub or a router, the right side testing fixture is for end
stations, such as a server or a PCs, and it would require DUT2 to offer a view on
the Ethernet traffic.

*  SDF errors — This field is the sequence /0/01011. It immediately follows the
preamble pattern and indicates the start of a frame. Any frame with an invalid
SDF should be discarded.

*  Source and Destination address — This field is 48 bits in length; 16-bit address-
es are rejected. End stations should discard any unicast frames with address
different to the own.

*  Type/Length errors — If the value of this field is greater than or equal to 1536,
that indicates a Type client protocol. If the value is less than or equal to 1500,
it indicates the number of MAC client data octets contained in the LLC-Pad
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field. If the length is less than the data field, the rest is considered a pad and re-
moved. If the length is greater, there is an error, and the frame must be dropped.
An additional difficulty is presented by the DUT supporting proprietary jumbo
frames, which can have a size up to 9000 bytes.

*  Fragments of frames — Any frame which is less than 512 in full-duplex Gigabit
Ethernet is illegal and must be dropped by the DUT.

®  Runts are fragments with a valid CRC. The DUT should drop them.

*  Jabber frames are described most often as a frame greater than the maximum
of 1518 bytes, with a bad CRC. The DUT should discard all of them.

*  FCSerror—This field is a CRC, generated from an algorithm, and it is derived
from the data in the frame. If the frame is altered between the source and the
destination, the receiving station will recognize that the CRC does not match
the contents of the packet. The frame must be dropped by the DUT.

8.7.1.2 Transmitting Frames

Acceptance tests should also verify that the DUT can properly encapsulate client in-
formation in MAC frames. This information includes headers, such as preamble and
SDH, source and destination addresses.

It would also be convenient to verify that the DUT calculates the frame length,
padding and FCS fields correctly. The inter-frame gap, which must be at least
96 bytes, would require additional verification.

8.7.2 Full Duplex Verification

Full-duplex operation ignores the CSMA-CD protocol and implements a
point-to-point Ethernet connection between two devices. In a full-duplex network
there are no collisions, and end stations at opposite ends of a full-duplex Ethernet
link may transmit simultaneously.

*  No frame collisions — Collisions cannot occur, and the DUT should be able to
transmit and receive simultaneously, without observing any collisions or jam
signals.

*  Carrier Sense (CS) holdover — The CS is a physical signal used to take up the
media during transmission. In half duplex it has to be held over CS after send-
ing the frame to allow transmission by other stations. However, in full duplex
the MAC layer does not have to defer the CS because the channel is devoted to
it.
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*  No frame extensions — Frame extensions ensuring a minimum size in Gigabit
Ethernet are not needed anymore. Minimum size was a requirement to guaran-
tee that collisions wouldn’t happen while transmitting.

®*  No frame bursting — In half duplex a station is allowed to send multiple frames
to avoid collisions and improve efficiency (see Paragraph 1.3.2.3). Without
collisions the DUT should not use the frame bursting technique.

8.8 PHYSICAL-LAYER INTEROPERABILITY TEST

Physical-layer interoperability tests ensure that the DUT is able to establish a link
and exchange packets with a device of similar characteristics. At the physical layer,
the GBIC transceiver must be of good quality, the type of cable must be appropriate,
and the configuration must be correct. The integrity of the physical layer is key to
getting good performance.

8.8.1 Link Establishment

A link establishment test checks if the DUT is able to establish a link at the optimal
bit rate. Many Ethernet products have auto-negotiation capability, and others have
manual configuration or nothing at all. In any case, they should be able to detect the
link speed of the partner device. Once the link has been successfully established, the
DUT should be able to recover after it has been disconnected and connected again.

Another interesting test is to verify that the manually configured devices can es-
tablish a link with remote stations with the same manual configuration and with a
station with compliant auto-negotiation features. Furthermore, it should be verified
that a DUT with an optical layer should not establish any links if the partner station
has a similar, but not the same, wavelength.

Bit rate
Link establishment
Receiver buffer

Link partner DUT

Auto-negotiation

s
Manual configuration . i——‘ —

Fixed configuration — ...

Link establishment

Figure 8.17 Acceptance test should begin by verifying physical layer interoperability.
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8.8.2 Frame Error Ratio

The frame error ratio test determines the percentage of error-free frames that the
DUT can generate. The ratio must be below a threshold which will depend on pa-
rameters such as bit rate, type of traffic to transport or SLA to achieve. The test can
be performed according to the RFC 2544 (see Paragraph 9.3.3).

8.8.3 Receiver Buffer Test

A receiver buffer test determines the buffer management ability of the DUT under
heavy traffic conditions. When frames start to be dropped, the overload level has
been achieved. The test can be performed according to the back-to-back test of the
RFC 2544 (see Paragraph 9.3.4)

8.9 FLOW CONTROL TEST

The flow control protocol, which can be implemented in full-duplex systems, is
based on a short packet known as the Pause frame (see Figure 8.18). This frame pro-
vides a mechanism whereby a congested receiver can ask the transmitter to stop the
transmission (see Paragraph 2.3).

Pause
bytes 7 1 6 6 2 2 2 42 4
PreamblelSDF| DA SA |Type/Lend Opcode Timer Reserved | FCS I

Opcode: indicates Pause frame, hexa value = 0001
Pause Time: time is requested to prevent transmission

Figure 8.18 Pause frame, used for the flow control protocol. The unit of pause time equals to
512 bits. If pause time is 0, transmission should be stopped.

The DUT may be able to work in several flow control modes, such as Symmetric
Flow Control (SFC), Asymmetric Flow Control (AFC), and no flow control at all.
The SFC means that Pause frames may flow in either direction. The AFC means that
Pause frames may only flow in one direction, whether that direction is; towards or
away from the local device. No flow control means that Pause frames are not al-
lowed.

We can verify how the DUT manages the flow control by analyzing the Pause
frame:

* Send a Pause frame with a valid pause time value. The DUT will stop sending
frames until the countdown value reaches zero.
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Send a Pause frame with a pause time equal to zero. The DUT should resume
sending frames, if it were previously stopped, otherwise it shall continue nor-
mal operation.

MAC control frame reception and handling, to verify that the DUT rejects in-
valid MAC control Pause frames.

Receive MAC Control Pause frames of incorrect size. This is to determine how
the DUT handles Pause frames that are of incorrect size.

Pause frame transmission. To verify that the DUT transmits properly encapsu-
lated Pause frames.
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Chapter 9
Performance Testing

The RFC 2544 (Request For Comments) is a document that describes benchmarking
tests for network devices. Vendors can use these tests to measure and outline the per-
formance characteristics of their equipment. As these tests follow standard proce-
dures, they also make it easier for customers to make sense of the glitzy
marketing-speak employed by most vendors.

The tests described in the document aim to evaluate how a device would act in
a real situation. The RFC describes six out-of-service tests, which means that real
traffic must be stopped and the tester will generate specific frames to evaluate
throughput, latency, frame loss rate, burst tolerance, overload conditions recovery
and reset recovery. The document also describes specific formats for reporting the
results of these tests.

9.1 TEST CONDITIONS

All Ethernet tests should be run consistently without changing the configuration of
the device, and without running a specific protocol or feature. The DUT should in-
clude the normal routing update intervals and keep frequency alive.

Ethernet

\ . . ~
'— — =, .02 »>

Gigabit Ethernet tester Next Gen SDH tester

Figure 9.1  WAN performance may be tested by setting up two identical devices connected
by the appropriate short-haul versions of the WAN modems. Performance is then
measured between a LAN interface on one DUT, and a LAN interface on the
other DUT.

155
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9.1.1 Which Tester to Use?

A tester with both transmitting and receiving ports is recommended for these tests.
The tester must include sequence numbers in the frames it transmits, so that it can
check that all frames transmitted are also received back.

The RFC 2544 can be used to test layer-2 and layer-3 devices. For layer-3 test-
ing, IP packets need to be configured, including parameters such as mask and sub-
networks that can be understood by routers. MAC frames must always be
programmed, including parameters such as frame size, bit rate, or traffic shape.

9.1.2 Traffic Used in the Test

*  Traffic pattern — The traffic on a real network is not constant, but occurs in
bursts. The RFC suggests that the tests should be carried out using constant
traffic and with test conditions traffic, i.e., repeated bursts of frames, the
frames within the bursts separated by the minimum inter-frame gap.

*  Protocol addresses — The simplest way to perform these tests is to use a single
stream of data. Networks in the real world do not have just one stream of data.
The RFC suggests that after the tests have been run in this way, they should be
re-run using a random destination address. For routers the RFC suggests that
the addresses used should be random, and evenly distributed over a range of
256 networks. For bridges the range should be uniformly distributed over the
full MAC range.

*  Maximum frame rate — When testing on a LAN, the maximum frame rate for
the medium and frame size being used should be used for the test. When testing
on a WAN, a rate greater than the maximum theoretical rate for the medium
and frame size should be used.

*  Frame sizes — The RFC recommends that the tests are carried out at a range of
frame sizes - 64, 128, 256, 512, 1024, 1280, 1518 bits. This covers the range of
frame sizes that are typically transmitted.

*  Frame formats — The format of the frames of TCP/IP over Ethernet are speci-
fied in appendix C of the RFC.

9.1.3 Test Duration

These tests are designed to measure how a device will perform under continuous op-
eration. The test time must be a compromise between this and the time available to
complete a test suite. The RFC recommends that the duration of each trial should be
at least 60 seconds.
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RFC 2544 was designed for laboratory testing of equipment, which is why the
tests as described may take several days to complete. This duration is unlikely to be
possible or necessary when testing a network in the field. The time taken for the test
can be reduced by selecting the tests to be run, and by reducing the number of repe-
titions.

Residential 1000BASE-LX

Small business

Next Gen.
SDH/DWDM

TeraRouter
Multiservice

SDH node
10/100 Ethernet
Campus Network

Enterprise Gigabit Ethernet LAN @ Testing points
¥ Emulation mode

Figure 9.2  Ethernet topology and tester Gigabit Ethernet testing points

9.1.4 Test Setup

The aim of this set of tests is to evaluate the performance of equipment in real-world
situations. The RFC states that all the protocols supported by the device must be en-
abled when testing, and the equipment must be set up according to the instructions
supplied to the user. The only changes allowed between tests are those needed to per-
form the different tests. It is not acceptable, for example, to change the size of the
frame-handling buffer between tests of frame-handling rates.

Regarding the test reports, the RFC recommends that, in addition to the results,
the following should be included in test reports:

*  DUT setup: which functions are disabled, which ones used
* DUT software version
*  Frame formats

*  Filter setups
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9.2 RUNNING THE TRIAL

The RFC defines a test as being made up of multiple #rials. Each trial gives a piece
of data, for example the loss rate at a particular input frame rate. The following pro-
cedure describes the steps for a single trial:

RFC 2544 tester

Figure 9.3  Performance evaluation using two testers

1. Ifthe device you are testing is a router, send the routing update to the input port
and wait two seconds.

Send the trial frames to the output port.
Run the trial.
Wait for two seconds to receive all the data back.

e

Wait at least five seconds before starting the next trial.

9.3 THE TESTS

prorE——— The RFC 2544 discusses and defines a
sl number of tests that may be used to describe
the performance characteristics of a net-
work interconnecting device. Besides de-
fining the tests, this document describes
specific formats for reporting the results.

9.3.1 Throughput

The aim of a throughput test is to determine
the maximum number of frames per second
that the device can process and forward
without dropping or losing any. The proce-
dure is as follows:

1.Send a certain number of frames at a spe-
cific rate through the DUT and count the
frames transmitted by the DUT.

Figure 9.4  RFC 2544 with xGenius.
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2. If the count of transmitted frames is equal to the count of received frames,
increase the throughput and re-run the test.

3. Re-run the test until fewer frames are transmitted than received by the DUT.
The throughput is the fastest rate at which the count of test frames transmitted
by the DUT is equal to the number of test frames sent to it by the test
equipment.

If a single value (minimum frame size) is desired, it must be expressed in frames per
second, or alternatively in bits or bytes per second.

=
il
tn
c
=
5
n

01/04/2019 16:49:53
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Figure 9.5  RFC 2544 throughput results on tester xGenius.

The statement of performance must include the following information:
* the measured maximum frame rate
* the size of the frame used
* the theoretical limit of the media for that frame size

* the type of protocol used in the test.
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9.3.2 Latency

This test determines the /atency inherent in the DUT. The initial data rate is based
on the results of the throughput test. Typically, a packet is time stamped and inserted
in the middle of a burst, and the time the stamped packet takes to travel through the
DUT is measured.

You must first measure the throughput for the DUT at each of the defined frame
sizes, and send a stream of frames through the DUT at the determined throughput
rate to a specific destination. The duration of the stream should be at least
120 seconds. After 60 seconds, an identifying tag should be included in one frame.

The time at which this frame is completely transmitted is recorded, and this will
be timestamp A. The receiver of the test equipment must recognize the tag informa-
tion in the frame stream and record the reception time of the tagged frame. This will
be timestamp B.

The latency is the difference between timestamp B and timestamp A, according
to the definition found in RFC 1242.

= . Stopped 00:23:28

- Results

| EEREREIEI

¥4 Throughput test FAIL
SRC: 00:DB:1E:00:13:0E

DST: 00:DB:1E:00:1 3:0F - Size Theor.max (fris) Ma rate (fr/s) Max

1000BASE-T (RM5)

SLINs3d

Flows [ Filters [J
05/01/2000 01:00:42
00:23:28

Event

Figure 9.6  Tester Gigabit Ethernet

9.3.3 Frame Loss Ratio

The aim of this test is to determine the frame loss ratio throughout the entire range
of input data rates and frame sizes. The procedure is the following:
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1. Send a certain number of frames at a specific rate through the DUT,
counting the frames transmitted.

The first trial should be run for the frame rate that is 100% of the maximum
rate for the frame size on the input media.

The frame loss rate at each point is calculated as follows:

((input_count - output_count) * 100) / input_count

2. Repeat the procedure for the rate that corresponds to 90% of the maximum rate
used, and then for 80% of this rate.

3. Continue this sequence (at reducing 10% intervals) until there are two
consecutive trials where no frames are lost. The maximum granularity of the
trials must be 10% of the maximum rate, although you may want to define a
finer granularity.

In this test the test frame is addressed to the same destination as the rest of the data
stream, and each test frame addressed to a new destination network.

The test report must state which defini-

tion of latency (from RFC 1242) was
used for this test. The latency results

Throughput (%) Frame loss (%)

should be reported as a table, with a row
for each tested frame size. There should
be columns for the frame size, the rate at
which the latency test was run for that
frame size, for the media types tested,
and for the latency values for each type
of data stream tested.

Figure 9.7  Frame loss results on tester 9.3.4 Back-to-Back Frames
GbE.

A back-to-back frame test determines the

node buffer capacity by sending bursts of
traffic at the highest theoretical rate, and then measuring the longest burst where no
packets are dropped. This is done to check the speed at which a DUT recovers from
an overload condition, and the procedure is as follows:

1. Send a burst of frames with minimum inter-frame gaps to the DUT, and count
the number of frames forwarded.

2. If the count of transmitted frames is equal to the number of frames forwarded,
increase the length of the burst and re-run the test.
If the number of forwarded frames is less than the number transmitted, reduce
the length of the burst and re-run the test.
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The back-to-back value is the number of frames in the longest burst that the
DUT can handle without losing any frames. The trial length must be at least
2 seconds, and it should be repeated at least 50 times with the average of the record-
ed values being reported.

The back-to-back results should be reported as a table, with a row for each of
the tested frame sizes. There should be columns for the frame size and for the resul-
tant average frame count for each type of data stream tested. The standard deviation
for each measurement may also be reported.

4 Mobile PC Business

Fast
Ethernet

Testing point N

Emulation V— ng

Figure 9.8  Carrier Ethernet network and tester Gigabit Ethernet testing points.

Residential
Subscribers

9.3.5 System Recovery

This test determines the node speed at which a DUT recovers from an overload con-
dition. The procedure is as follows:

1. Measure the throughput for a DUT at each of the listed frame sizes.

2. Send a stream of frames at a rate that is 110% of the recorded throughput rate
or the maximum rate for the media, whichever is lower, for at least 60 seconds.

3. At Timestamp A, reduce the frame rate to 50% of the above rate and record
the time of the last frame lost (Timestamp B). The system recovery time is
calculated by subtracting Timestamp B from Timestamp A.
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The test must be repeated a number of times, and the average of the recorded
values is reported.

The system recovery results should be reported as a table, with a row for each of the
tested frame sizes. There should be columns for the frame size, the frame rate used
as the throughput rate for each type of data stream tested, and for the measured re-
covery time for each type of data stream tested.

9.3.6 Reset

This test is intended to characterize the speed at which a DUT recovers from a device
or software reset. The procedure is as follows:

1. Measure the throughput for the DUT for the minimum frame size on the media
used in the testing.

2. Send a continuous stream of frames at the determined throughput rate for the
minimum-sized frames.

3. Reset the DUT.

4. Monitor the output until frames begin to be forwarded, and record the time that
the last frame (Timestamp A) of the initial stream and the first frame of the
new stream (Timestamp B) are received.

A power-interruption reset test is performed as described above, except that instead
of resetting, the power to the DUT should be interrupted for 10 seconds.

This test should only be run using frames addressed to networks directly con-
nected to the DUT, so that there is no requirement to delay until a routing update is
received. The reset value is calculated by subtracting Timestamp A from Timestamp
B. Hardware and software resets, as well as a power interruption should be tested.

Origin Maopi Destination
MAC address S MAC address

Access network

Ethernet frame ——

Figure 9.9  Continuity test at MAC layer. Media converters to long-haul optical signal are usec
in DWDM. Classical mappings in Virtual Containers and GFP and LCAS are used
to transport Ethernet over SDH.
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9.4 TRAFFIC GENERATION

A major factor when determining hardware and software needs for the Gigabit
Ethernet DUT test approach is the internal data handling capability of the DUT.
When testing the product, it is essential to pass data through the product. Some prod-
ucts can be put into a mode where an unframed PRBS stream can be passed without
any issues. Other products must receive and transmit actual IP data, which may be
looped back internally or externally.

Still other DUTs that require actual IP data also contain smart routing algorithms
built into the on-board firmware. This adds additional constraints, since if the IP data
is looped back to the same port, the router knows this is not correct, and the data will
be destroyed. In some cases a DUT may even have the built-in ability to internally
generate its own data stream and to verify that data when it returns to the Rx port.

1'_Backhaul

Testing point .—E
Emulation W—

Figure 9.10 Carrier Ethernet network delivering Triple Play services and tester Gigabit Ethernet
testing points.

Because of these varying internal operating characteristics, it is imperative to know
the internal hardware and software design of the DUT. In the first case above, a sim-
ple 1-giga PRBS BER test instrument can be used. The second case calls for a tester
that supports IP traffic. In the third case, not only will IP traffic support be needed,
but the test set-up will also need either a golden module or chassis that can accept
the test traffic and route it legally without losing any data. This requirement makes
a stand-alone fixture approach impractical. In the final case where no external traffic
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test equipment is required, traffic testing can be accomplished using only loop-back
cabling. To support traffic tests, there must be some means of loop-back to provide
a complete path through the product under test.

These loop-backs are most effective when they are achieved externally to the
product under test, either via an external jumper or other modules capable of han-
dling the test traffic. This approach ensures that the module’s backplane connections
are tested. To provide a more granular level of fault isolation, some products are de-
signed with internal loop-back capabilities. If a test fails, these localized loop-backs
can be employed to isolate the fault location. If this capability is desired, the test en-
gineer will need to contact the product design group during the design phase, as this
capability must be designed into the product.

There is not much difference between testing done by using traffic streams of
mixed protocols and testing with individual protocols. That is, if protocol A testing
and protocol B testing give two different performance results, mixed protocol testing
appears to give a result which is the average of the two [4].

The maximum frame rate to be used for LAN-WAN-LAN configurations is a
judgment that can be based on known characteristics of the overall system, including
compression effects, fragmentation, and gross link speeds. Practice suggests that the
rate should be at least 110% of the slowest link speed.
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Chapter 10
Cable Testing for 1000BASE-T

10.1 CABLE CATEGORIES

The good news is that Gigabit Ethernet offers a cost-effective migration to
1000BASE-T from those installations running 10/100BASE-T over Category 5 ca-
bling systems up to 100 meters. The bad news is that you cannot expect a Cat. 5 in-
stallation to meet all the requirements, and new performance tests must be run to
ensure that the cabling supports the new requirements. New cable categories, such
as Cat. 6 or Cat 7, could eventually support Gigabit Ethernet, but would require the
installation of a new cable system.

In the case of new installations, the category does not matter; it will be necessary
to verify the electrical connections in a process often called cable testing. This
should be performed before analyzing performance.

10.2 CABLE TESTING

The verification of the electrical connections and cabling errors is called wiremap
testing. Tests on cabling can go further, using testers with more sophisticated fea-
tures, such as the ability to measure crosstalk, capacitance, resistance or TDR.

Stopped 00:00:23

Results > Port

MDI-1 MDI-2

Figure 10.1 Ether.Giga, a wiremap tester suitable for Cat 5 verification of all four twisted pairs.

167
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Correct Discontinuity Crossed

Reversed Short Split

TN

Figure 10.2 Correctly installed, Reversed, Discontinuity, Short, Crossed and Split pairs of four
pairs in UTP cabling.

10.2.1 Wiremap

Wiremap is used to identify installation wiring errors. In the case of UTP cabling
systems, for each one of the 8 conductors in the link, wiremap should indicate:

*  proper pin termination at each end;

*  continuity to the remote end;

*  shorts between any two or more conductors;

*  crossed pairs or polarity swap, split pairs, reversed pairs or pair swap;

*  shorted pairs and any other mis-wiring.

10.2.2 Advanced Cable Testing

By using simple analyzers based on LEDs, it is possible to detect most wiring errors,
however these simple analyzers have certain limitations. For example, to detect split
pairs, it is necessary to connect the tester at the near end, and terminators at the far
end. More sophisticated wiremap testers with capacitance, NEXT or impedance
measuring capabilities can perform single-sided tests to detect any wiring errors
without using far-end terminators. For example, split pairs can be identified by mea-
suring crosstalk, because split pairs cause a high NEXT (over 20 dB) that limits the
available bandwidth on the installed cabling.

The most advanced cabling testers may include a Time Domain Reflectometer
(TDR) to determine the quality of the cables, connectors, and terminations. Some of
the possible problems that can be diagnosed include opens, shorts, cable impedance
mismatch, bad connectors, and termination mismatch.



Cable Testing for I000BASE-T 169
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Figure 10.4 Effects of attenuation, distortion, and noise on transmission. Note that impairments
are typically reflected as noise.

10.3 PERFORMANCE PARAMETERS

Wiremap is a basic test, and it does not guarantee that the cabling can support Giga-
bit Ethernet. It is needed to verify bandwidth performance which relies on frequen-
cy-dependent parameters.

Appendix 1 to 5 of ANSI/TIA/ETIA-568B and the technical system bulletin
(TSB) is the reference taken over from ANSI/TIA/EIA-568A (1995) to ensure that
a Category 5 cabling provides a reliable medium for I000BASE-T. These docu-
ments define a transmission model with a characteristic impedance, and a number of
parameters. They include the limits of power loss, crosstalk, and delay (see
Figure 10.4):

*  Characteristic Impedance (Z) of a line is the resistance it would exhibit if it
were infinite in length. Because it is a pure function of parasitic capacitance
and inductance distributed along the line, then Z reduces with increasing fre-

quency.
Open at 14 m Short at 100 m
/ .‘ Open at 100 m ‘ ) . /|
e ==
K i n

Openat5m

l)pen atOm Impedance mismatch

Figure 10.3 TDR shapes for UTP cable testing.
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*  Power Loss. Not all the power transmitted by the source arrives at the destina-
tion; a portion is reflected back to the source because of impedance mismatch,
another portion is lost as cable losses. The first effect is called Return Loss
(RL), and the second Insertion Loss (IL) or attenuation.

*  Crosstalk (XT) is the noise induced by a disturbing transmitter pair in a victim
receiver pair due electromagnetic coupling. Several parameters characterize
XT, such as Near-End Crosstalk (NEXT), Far-End Crosstalk (FEXT) and
Equal-Level Far-End Crosstalk (ELFEXT).

* Delay is the time a signal needs to arrive at the far end. Delay skew is the dif-
ference in delay between the four pairs transmitting signals simultaneously.

Return Loss and ELFEXT measurements were not required when qualifying links
for 10/100BASE-T, but they are now, because 1000BASE-T transmission is bidirec-
tional on a single pair (see Figure 10.5).

Unidirectional

™X [N - > e P RDX
10/100BASE-T

TDX RDX
1000BASE-T ]
RDX I TDX

Figure 10.5 Bidirectional and unidirectional transmission.

The bidirectional transmission results in disturbing echo signals that must be re-
moved by the hybrids, to prevent them from being mixed with the local received sig-
nals. As result of this, performance meters now include Insertion Loss, Return Loss,
NEXT, ELFEXT, Delay and Delay Skew. All of them are a function of frequency
and proportional to the cable length.

When qualifying UTP cabling system, a field tester should compare successive
readings across the frequency range against a typical pass/fail line. If the measure-
ment line crosses the pass/fail curve (often called a mask) at any point, then the link
does not meet the stated requirement see Figure 10.6 and Figure 10.9.
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/ Return Tosg

oL
éo 160 150 26% 250 MHz

Figure 10.6 Cat 6 cabling mask up to 250 MHz. Includes Parameters Insertion Loss (IL),
Return Loss (RL), Near-End Cross Talk (NEXT), Power Sum Next (PSNEX),
Attenuation to Crosstalk Ratio (ACR), Power Sum ACR (PSACR), Equal Level
Far-End Crosstalk (ELFEXT) and Power Sum ELFEXT (PSELFEXT).

Table 10.1 Cabling Systems

Category 5 Category Se Category 6 Category 7
Bandwidth 100 MHz 100 MHz 250 MHz 600 MHz
Standard ~ ANSI/TIA/EIA TIA/EIA-568-A TIATR 42.7.1 and In development by
568A: 1995 Addendum 5 ISO/IEC/SC25/W  ISO/IEC/SC25/W
G3 G3

Testing TIA/EIATSB 67, Includes return loss
TIA/EIATSB 95  and FEXT

10.3.1 Characteristic Impedance

Characteristic impedance (Z,) corresponds to the input impedance of a uniform
transmission line of infinite length. It also corresponds to the input impedance of a
transmission line of finite length that is terminated with its own characteristic im-
pedance.

Z, is a function of the frequency of the applied signal, and it is unrelated to the
cable length. At very high frequencies, the characteristic impedance asymptotes to a
fixed value which is resistive. For example, coaxial cables have an impedance of
50 or 75 Ohms at high frequencies. Typically, twisted-pair lines used in local loops
have an impedance above 600 Ohms for telephony, and below 150 Ohms when they
are used for xDSL (see Figure 10.8).
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Figure 10.7 Characteristic impedance of a transmission line.

For 1000BASE-T the characteristic impedance of each link, which includes ca-
ble cords and connecting hardware, is 100 Ohms for all frequencies between | MHz
and 100 MHz [1]. This means that tests should be conducted using source and load
impedances of 100 Ohms.

The major influence on characteristic impedance is the capacitance, which is
largely determined by the type of dielectric used. For high frequencies, it can be stat-
ed in terms of the physical dimensions of the cable:

Zy = 276logD/r (Ohm)

D is the spacing between the centers of two conductors pair
7 is the radius of each conductor

Characteristic impedance is of prime importance for good transmission. Maxi-
mum power transfer occurs when the source has the same impedance as the load.
Thus for sending signals over a line, the transmitting equipment must have the same
characteristic impedance as the line, in order to put the maximum signal into the line.
At the other end of the line, the receiving equipment must also have the same imped-
ance as the line, to be able to get the maximum signal out of the line. Cat 5e segment
testing must be conducted using source and load impedances of 100 Ohm.

10.3.2 Insertion Loss or Attenuation

When an electrical signal is inserted into a transmission line, only one part of the
power arrives at the receiver. One part of the power is reflected to the transmitter;
another part turns into ohmic losses; and another part is lost due to outward radiation,
especially for very high frequencies.
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Figure 10.8 Characteristic impedance of twisted pairs of difference gauge.

Insertion loss (L) of a line is a measure of the reduction in signal power due to
cabling losses. The simplest way to characterize attenuation is by means of a param-
eter called attenuation, L , that is obtained from the relationship between the power
of the transmitted, PT, and the received, P R > signal:

L =

';U | >:U

However, 1000BASE-T transmission uses sinusoidal signals, and insertion loss is a
function of frequency. Insertion loss is therefore to be measured over the frequency
range of | MHz - 100 MHz.

Excessive length is the most common reason for problems with attenuation, but
it can also be caused by poorly terminated connectors/plugs or impurities in the cop-
per cable. If only one or two pairs have high attenuation, this suggests an installation
issue. If all pairs have high attenuation, check for excess length. Connection prob-
lems and impurities typically occur on one pair only.
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Figure 10.9 Cat 5e¢ mask (black color) and measurement plots (blue worst case, red average).
Parameters Insertion Loss (IL) and Return Loss (RL), Near End Cross Talk
(NEXT), Power Sum Next (PSNEX), Equal Level Far End Cross Talk (ELFEXT)
and Power Sum ELFEXT (PSELFEXT), Attenuation to Crosstalk Ratio (ACR),

Power Sum ACR (PSACR).
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The standard for 1000BASE-T [1] states link insertion loss shall be less than:

InsertionLoss(f) <2, ]f0’529+ 04/f (dB)

10.3.3 Return Loss
Where line and transmitter impedances do not match, some of the signal is reflected

back towards the source as echo that disturbs the receiver-reflected signal; this caus-
es problems and is therefore undesirable.

3'9"3' PR=L-PT
****** R W g W
TDX RDX
Hybrid m Hybrid
RDX I TDX
m

Echo

Figure 10.10 Echo and attenuation in Bidirectional Transmission Systems.

Return Loss (RL) of a line is a measure of all reflections caused by impedance
mismatches. It is calculated as the ratio of the power reflected back from the line to
the power transmitted into the line.

The standard for 1000BASE-T [1] states link requirements for return loss limits

15 1, 20MH:
ReturnLoss(f)>{ L7, “]

: (dB)
15— 10log (f/20) [20, 100MHz)

10.3.4 Crosstalk

Crosstalk is analyzed by means of many parameters in which the signal power re-
ceived at one end is compared to the disturbing power. A disturbing signal generates
crosstalk at both ends of the victim line. The end where the power is inserted is called
near end, and the opposite is the far end (see Figure 10.13).

®  Near-end Crosstalk (NEXT) is the relationship between the power transmitted
by the disturbing line and the power received by the victim line at the same end
where the signal is inserted. NEXT is independent of line length.
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Figure 10.11 Near-End Crosstalk (NEXT), Far-End Crosstalk (FEXT) and Equal-Level
Far-End Crosstalk (ELFEXT).

*  Far-end Crosstalk (FEXT) is the relationship between the power transmitted
by the disturbing line and that received by the victim line at the end opposite to
where the disturbing signal is inserted. FEXT depends on the line length.

*  Equal Level Far-End Crosstalk (ELFEXT) is defined as the relationship be-
tween the power received by the disturbing line, and the FEXT power received
by the victim pair. Unlike NEXT, FEXT depends on the length of the pairs in
question: the longer the pairs, the less FEXT there is. However, this may be
misleading, as the useful signal is also affected by the same attenuation factor.

Py P P, P

NEXT = =% FEXT = FE ELFEXT - P_F _ LTF _ I%XT
T T R T

P power of the transmitted signal

Ppr: power of the signal received at the far-end

L: attenuation

Py disturbing power received by the victim pair at the near-end

Ppr: disturbing power received by the victim pair at the far-end of the transmitter

Note that FEXT is not a required parameter for Cat Se, but it makes it possible
to calculate ELFEXT.

10.3.4.1 Near-End Crosstalk (NEXT)

NEXT varies significantly with frequency, and it is therefore important to measure
it across a range of frequencies, typically 1 — 100 MHz.
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Often, excessive crosstalk is due to poorly twisted terminations at connection
points. Since NEXT characteristics are unique to each end of the link, six NEXT re-
sults should be obtained per line, and 6 x 4 = 4 per UTP link! Nevertheless, testers
can simplify the qualification task by reporting the worst case of NEXT, the average
and the Power Sum (PSNEXT) (see Figure 10.11).

e — . —>»P
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Disturbing pairs
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Disturbing pairs
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Figure 10.13 Due to electromagnetic coupling, not only the line receives the signal power at the
far end, but the victim lines as well, both at the same end where the disturbing
power is inserted (NEXT) and at the opposite end (FEXT).

The first thing to do in the event of a NEXT failure is to use the field tester to
determine at which end the NEXT failure occurred. Once this is known, check the
connections at that end and replace or re-terminate as appropriate. If this does not
appear to be the problem, check for the presence of lower Category patch cords. An-
other possible cause of NEXT failures are split pairs (see Paragraph 10.2). These can
be identified automatically with the wiremap function of your field tester.

A tester with TDR capabilities gives the ability to show the fault by distance,
pinpointing the problem. This diagnostic function clearly identifies the cause of the
NEXT failure, whether it is the patch cord, connection, or horizontal cable.

T

LANTEK 7 cable tester compliant with Categorles 3/56/6 and 7/ISO F standards,
with a frequency range up to 750 MHz.

Figure 10.12
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The standard for 1000BASE-T [1] states that link requirements for NEXT loss be-
tween a pair and the other three should be at least:

NEXT(f) > 27,1 16,8log, ) (/ 100) (dB)

10.3.4.2 Equal Level Far-End Crosstalk (ELFEXT)

ELFEXT loss is critical when two or more wire-pairs carry bidirectional signals in
the same direction, because it is a kind of indication of Signal-to-Noise Ratio (SNR).

The standard for 1000BASE-T states link requirements for ELFEXT to limit the
crosstalk at the far end and meet the BER objectives. The worst pair ELFEXT loss
should be greater than:

ELFEXT(f)> 17 — 20log(f/ 100) (dB)

ELFEXT is a calculated result rather than a measurement. It is derived by sub-
tracting the attenuation of the disturbing pair from the FEXT that this pair induces
in an adjacent pair. This normalizes the results for length.

To ensure that the total FEXT coupled into a pair is limited, multiple disturber
ELFEXT loss is specified as the power sum (PSELFEXT) of the three adjacent dis-
turbers, which shall be:

PSELFEXT(f) > 14,4 — 20log(f/ 100) (dB)

Consider if the FEXT is equal to 45 dB and attenuation equal to 11 dB, then:

ELFEXT=45-11= 34 (dB)

10.3.4.3 Power-Sum Crosstalk (PSACR)

Every pair receives, simultaneously with its data signal, NEXT and FEXT from the
other three pairs (see Figure 10.13). Power-Sum Crosstalk (PSACR) is the combi-
nation of all the interferences received in a pair and measured at both ends. To meet
Cat 5e requirements, the worst PSACR shall be limited (see Figure 10.15) according
to the TIA/EIA 568-A.
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This also guarantees Collision Detection (CD) when half-duplex transmission is
used. This is because round trip delay is important to guarantee that collision detec-
tion functions properly.

10.3.5 Delay Parameters
10.3.5.1 Delay

It is necessary to guarantee that the data, which has been divided and sent separately
across four channels, can be properly reassembled at the receiver side. The propaga-

t0 #t2
3

Figure 10.14 Skew is important because Gigabit Ethernet, use all four pairs in the cable. If the
delay on one or more pairs is very different to recover the original signal.

tion delay of the single channels, as well as variation of the delays between the four
channels must be limited. The delay limit for frequencies between 2 and 100 MHz
must not exceed [1]:

Delay(f) < 570ns

10.3.5.2 Propagation Delay Skew

Different types of insulation materials on each pair produces variation in delays.
Propagation Delay Skew is the difference between the delay in the fastest and slow-
est pairs in a UTP cable. Reception buffers re-synchronize the four signals, however
there is a limit that cannot be broken over 100 m links [1]:

DelaySkew < 50ns
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10.4 COUNTERING TRANSMISSION IMPAIRMENTS

The transmit signals in 1000BASE-T are subject to impairments introduced by the
cabling and external noise sources (see Figure 10.4). To operate reliably, the impair-
ments to the transmit signal need to be controlled. The ratio between the impair-
ments, which are generally manifested as noise, and the transmit signal, shall be
maintained to achieve an acceptable Bit Error Rate (BER).

GMI PCS PMA MDI < TR

= — Fi|ter1}—¥|TX DA Je—»{ Hybrid [} Pair 1

REY J’;‘,,“gir —>|Fi|ter2}T—X7>| D/A |<—>| HybridB Pair 2

—>| Fi|ter3}T—X3>| D/A | Hybrid [} ¢ Pair 3 S
Filter 4 2% D/A |<—>| HybridB Pair 4

—

MMM M

@ Clock—" | Rx4
~ '
D Tx pair 1
Eee Tx pair 2
R th pair 3
RX| De-mapper L
4— —— Descrambler l¢— Rxd NEXT
RG cancellerg
—R2
l—Rx1

Figure 10.15 1000BASE-T circuits to counter transmission disturbances.

1000BASE-T uses several technologies to reduce disturbances. Digital Signal
Processing (DSP) is used to cancel crosstalk and echo (return loss). To overcome
attenuation and distortion, each frequency band of the signal must be equalized or
amplified. Attenuation is compensated at the receiver by the equalization of the sig-
nal. Delay skew can be cancelled using buffers (see Figure 10.15).
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Chapter 11
Higher-Layer Testing

11.1 TESTING ToOLS

There are many hardware and software tools that can carry out all types of tests on
the higher layers based on TCP/IP. These tests vary from simple connectivity tests
such as IP ping, up to detailed traffic statistics and tracing.

In this chapter we will discuss some standard ways to analyze packets. We will
start by having a look at the ICMP protocol and see how to take advantage of it by
using ping and trace route. We will also have a look at two programs; Ethereal, an
open-source solution for packet capture; and Observer, a network monitoring and
LAN troubleshooting tool from Network Instruments.

5
g
g
g
g
H
17
[ Bep || ons | [ Fre | [HTTP | [sMTP] [Teinet | [snmp] [ TFTP |
2 TCP [| wop
(2]
%
P

| Ethernet |

Ethernet

Figure 11.1  TCP/IP protocol suite and applications
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bit 0 4 8 16 19 31
byeo | Ver | IHL | Service type Total length
Identification Flags Fragment offset
Time to live \ Protocol Header Checksum
Source Address

Destination Address
Options (+padding)
20 Data (variable size)

Figure 11.2  IP packet format

11.2 ICMP ANALYSIS

The Internet Control Message Protocol (ICMP) is an ‘auxiliary’ protocol that works
closely together with the TCP/IP protocol. It is used for error reporting and analysis,
transferring messages (not data!) from routers and stations, and for reporting net-
work configuration and performance problems.

11.2.1 What Does ICMP Do?

The ICM protocol is basically used to find out if the part of the network you are con-
nected to is working well or not. You will, naturally, need this information so that
you could transfer data (by using TCP, for instance).

The ICMP is used to:

*  Report network errors — If a part of the network cannot be reached due to a
failure.

*  Inform about network congestion — When a router starts to buffer too many
packets, not being able to send them as fast as they are being received, it will
generate ICMP Source Quench messages and transmit them to the sender.

*  Help in troubleshooting — ICMP supports an Echo function, where a packet is
sent on a round trip between two hosts. This feature is the basis of the ping
function, for example. (Ping is discussed in more detail in Paragraph 11.2.2.1
on page 187.)

*  Announce time-outs — If an IP packet's TTL field is set to zero, the router dis-
carding the packet will send an ICMP message announcing this. Trace route is
a tool used to map network routes, and it is described more thoroughly in Para-
graph 11.2.2.2 on page 189.
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11.2.2 ICMP Formats and Protocols

ICMP messages are used by routers, hosts and intermediary devices. The messages
are sent within an IP packet by encapsulating the ICMP information into the IP pack-
et. More concretely, an ICMP header is added to a normal IP header, with the Pro-
tocol field of the latter set to 1, to inform that what follows is an ICMP datagram.

Router 1

Station B

Station

Figure 11.3 ICMP messages generated by Router 1, in response to a message sent by Station A
to Station B via Router 0. The ICMP message is returned to Station A, as it is the
source address specified in the problematic IP packet.

All ICMP messages contain the following fields:
* Type —to describe the type of the ICMP message in question

* Code — for additional information on the message type, to help identify the
problem that is occurring

*  Checksum — calculated from the ICMP packet

The most common ICMP messages are described in the following list. Each
message has its own number that is used to fill the Type field of the header (see Table
11.1). ICMP messages include the following:

*  Echo request/reply — An echo request, also known as ping, is the most common
ICMP message for testing IP connectivity (see Paragraph 11.2.2.1 on page
187). This request must be answered with an echo reply.

*  Destination unreachable — If the packet cannot reach its destination, the router
informs the source that a problem has occurred during delivery. You will need
to analyze traffic to know the cause of these messages, and, of course, you will
need to figure out a solution, to make these messages disappear from your net-
work.

There are several types of ‘destination unreachable’ messages, and the Code
field is used to identify which type of message we are dealing with. The fol-
lowing types tend to be the most common:

Network Unreachable: This message is sent if the router does not know how to
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get to the requested network.

Host Unreachable: This message is sent if the router can ‘see’ the requested
network, but not the destination node.

Protocol Unreachable: This message is generated if the destination host is not
running UDP or TCP.

Port Unreachable: This message occurs if within the destination host a particu-
lar service is not running.

Fragmentation needed: This message is sent if the router needs to fragment a
packet, but the Do not fragment (DF) bit is found in the IP header.

Table 11.1
Type fields for ICMP messages according to RFC 792

Type Description
1 Echo reply
3 Destination unreachable
4 Source quench
5 Redirect message
8 Echo request
11 Time exceeded
12 Parameter problem
13 Timestamp request
14 Timestamp reply
15 Information request
16 Information reply
17 Address mask request

18 Address mask reply

Time exceeded — A host will send this message to indicate that the packet has
been discarded, because it has taken too long for it to be delivered.

Source quench — This message is a request for the source to slow down its
transmission rate. It is used to indicate that the source is sending data too fast
for the receiver to process it.

Redirect — A redirect message is generated by an intermediary device to tell the
host that there is a more direct route for the packet being transmitted.
As a consequence, the host will update its routing tables.

Parameter problem — This message is sent as a reply to an error that is not cov-
ered by any other ICMP message.

Timestamp request/reply — This method measures packet delay between rout-
ers, server and stations. Basically, one system is just asking the other system to
express the current time for synchronization purposes. (The current time is ex-
pressed in milliseconds since midnight in co-ordinated universal time, UTC.)
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Note that this mechanism is not considered a very reliable synchronization
method.

*  Information request/reply — These messages are a way for a host to discover
the IP address of the network it is on. The module that receives the request
must reply to it with its full [P address. Note that this method is becoming ob-
solete, and other methods, such as Bootstrap protocol (BOOTP) or Dynamic
Host Configuration Protocol (DHCP) are used instead.

*  Address mask request/reply — Request by and reply to a host, to determine the
correct subnet mask to be used. (A subnet mask will give us information on
how the network is divided.)

These ICMP messages are presented graphically in Figure 11.4.

11.2.2.1 Ping

The ping functionality
can be used to check if

Source IPv6 address

an end-to-end Internet ol 2001:db8:ad10fe01:1
path is operational, i.e., @  Source IPv6 address mask FFEFFEAFAEAAEAEeeees >
if two devices can com- @Y Destination IPv6 address match Ignore >
municate with each oth- &) Destination IPv6 address &
er or not. It iS alSO used '.J Destination IPv6 address mask  fffEffffrrfErrrFerreerrieee  »
to collect performance 2 ket Sl
.. @' NextHeader Numeric »
statistics; the measured e ep—r— s
round trip time and the o] Flow Labsl match A
number of times the re- &Y Flowlabel —

mote server fails to re- Figure 11.5 1P configuration with Ether.Genius
ply.

Each time an ICMP Echo reply message is received, the ping program displays
a line of text. This text shows the received sequence number and the measured round
trip time (in milliseconds). Each ICMP Echo message contains a sequence number
(starting at 0) that is incremented after each transmission, and a timestamp value in-
dicating the transmission time.

Typically, ping is used for short-term connectivity testing, which is why you
wouldn’t normally see many pings on a network. (A high number of pings may mean
that somebody is doing a ping scan on the network, and this is not a good sign at all,
because it probably means that a hacker is trying to map your network.)
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Figure 11.4
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11.2.2.2 Trace Route

A trace route program is used in TCP/IP to check that two devices can communicate,
and through which exact IP routers this communication is being carried out.

The trace route command (tracert) displays the routes that I[P datagrams take to ar-
rive to their destinations. It also provides information about the time required to send
a packet and get a response from every hop. This time is called Round Trip Delay
(RTD), and it gives an approximate idea of the delay of the link.

Trace route sends out a sequence of User Datagram Protocol (UDP) packets
from the router to an invalid port address on the destination. For the first sequence
of packets, the Time to Live (TTL) field value is set to 1. This causes the datagram
to time out at the first router in the path. The first hop in the path then responds with
ICMP TEMs (Time Exceed Message), indicating that the packets have expired.

Trace compl

Figure 11.6  Ping and Trace Route to www.google.com

For testing the remaining route hops, trace route generates a sequence of UDP
packets with increasing TTL to the destination, and gets ICMP TEMs from every in-
termediate hop of the path. This process continues until the packets reach the desti-
nation or packets with the maximum TTL are transmitted.
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Since these datagrams are trying to access an invalid port at the destination host,
ICMP Port Unreachable messages are returned instead of ICMP TEMs when the
packets arrive to their destination. As a consequence of this, the trace route program
exits.

The TTL value plays a very important role in this process. When the first Echo
message is sent, the TTL value in the IP header is set to 1. The first system receiving
the message decrements this value, and if the result is 0, as it obviously is in this case,
the message is discarded and the above-mentioned ICMP error message is sent.

Each time the Echo message is repeated and sent through the same path, the
TTL value is incremented by one, and each time a system that is not the intended
destination finds itself setting this value to 0, it sends an ICMP error message to
the sender. This process is repeated until the sender gets a response from the intend-
ed destination, or when the maximum TTL value is reached.

There may be the case of a router that cannot respond with an ICMP message,
because some routers are not configured to do so. In this case, the trace route pro-
gram indicates that the router is not responding.

11.2.3 Address Resolution Protocol

The Address Resolution Protocol (ARP) is a method used to find out a host’s Ether-
net (hardware) address from its Internet (protocol) address. ARP is a request-re-
sponse method, where the sender transmits a packet that contains the Internet
address of the destination device, and the destination device replies, sending back its
Ethernet or hardware address.

If an ARP is not responded, this naturally means that the destination device is
not responding - perhaps because it is not working, or because the network mask has
not been correctly configured.

If a station suddenly sends a large number of ARP requests, this probably means
that an ARP scan is being carried out. This may be due to an application that is not
set up correctly, but it may also mean that a hacker is scanning your network, or that
a network virus is trying to attack your system.

Traffic capture and analysis are needed so that we could find out what is really
going on.
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Figure 11.7 The ICMP analysis section can help identify configuration problems.

11.3 NETWORK ANALYSIS

Network analysis is defined as “the process of capturing network traffic and inspect-
ing it closely to determine what is happening on the network.” [1] Network analysis
may also be called traffic analysis, protocol analysis, or packet sniffing.

Traffic can be analyzed for both legal and illegal purposes. Legal traffic analysis
may be carried out for instance to monitor the performance of the network, verify its
security, log network traffic, or see if ARP or ping scans are being carried out by un-
wanted visitors (hackers). The aim of an illegal analysis may be to capture network
information or passwords for hacking purposes, or get access to confidential infor-
mation.
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11.3.1 Before Starting

Today’s network analysis tools tend to be so easy to use that you do not need to be
an expert in packet sniffing to use them.

However, to know how to interpret the results given by your network analysis
software, you do need to understand some basic concepts about network communi-
cations in general and the protocols used in particular. You will also need to know
the server, IP address and application information specific to your network, and, of
course, know how your network is structured.

11.3.2 What is Packet Capture?

Packet capture means collecting packets without modifying them in any way. So,
network traffic is captured, monitored and logged, but it remains unaltered. Packets
are captured as binary data, and a network analyzer/packet sniffer is needed, first to
capture the data and then to convert this information into a readable form.

Packets are captured in promiscuous mode, which means that the computer you
are using for packet sniffing will see all the traffic that is being sent across the net-
work you are on, not just the traffic that is being sent to you. (You would normally
be running your computer in non-promiscuous mode, only receiving the information
that is being sent to you.)

# Protocol analysis

# Time Delay Protocol

10002 P 10001
wag) s B80S iy MPLS> IPud> UDP> SLA

1000.2 b 10004
ETH> MPLS> IPv4> UDP> SLA
10002 b 10004
ETH> MPLS> IPv4> UDP> SLA
10002 P 10001
ETH: MPLS: IPvd> UDP= SLA

660 ns
659 ns

646 ns

10002 b 10001

861N prii MPLS> IPva> UDP> SLA

10002 b 1000

B80S i MPLS> IPud> UDP> SLA

10002 b 1000,
720934 0.000068271 BASNS L MPLS> IPvd> UDP> SLA

Delta J Export k o 1 ¥

Figure 11.8 MPLS test with xGenius.
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11.3.3 Who Captures What, and Why?

Network analyzers are used by security engineers, system administrators, operators—
and, unfortunately, also by hackers.

*  When a network analyzer is used for legal purposes, the most typical aim is to
use it for troubleshooting problems on the network, or for security purposes,
for example to detect unauthorized intrusions, spyware, ping scans, and so on.

*  When you are capturing packets for legal purposes, you are interested in infor-
mation such as ‘top talkers’, traffic to a certain Internet address, traffic coming
from a specific IP address, or any other security/troubleshooting-specific data.

Troubleshooting and security are the most common reasons for packet capture, and
they are very important reasons for any organization, but if you work for law en-
forcement officials, you might also use a network analyzer in crime investigationl.
As there are many freeware tools available for packet sniffing, home users may want
to use these tools to monitor their Internet connection, or ‘just out of curiosity’.
These tools are an excellent way to learn what Internet traffic is all about, which is
why they are also used for educational purposes.

Whatever your needs and motives for packet capture are, you will need a net-
work analyzer to accomplish this task. There are many commercial solutions avail-
able, but if they do not support your operating system, or if you cannot find a
solution that adapts to your budget, you may also want to consider using a freeware
sniffer.

One of the most common freeware solutions is Ethereal, which will be briefly
discussed in the following.

11.4 WIRE.SHARK — A FREEWARE SOLUTION

WireShark is an open-source packet sniffer that has originally been developed for
UNIX and Linux, but it can also be used for Windows platforms by installing a spe-
cial ‘driver’ called WinPcap.

1. Network analyzers are increasingly used in crime investigation, and some law enforcement
entities have even developed software of their own to meet their specific needs.
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You can use Ethereal for both capture and analysis. Network administrators can
use this tool to troubleshoot their network, developers might use it to debug protocol
implementations, and if you work in network security, you can use this tool to solve
security problems.

Captured Packets

Total 30 % of total

scTp 0 0.0%
TCP 0 | 0.0%
upDp 1 ] 33%
ICMP 0 | 0.0%
ARP 17 f— | 56.7%
OSPF 0 | 0.0%
GRE 0 0.0%
NEtBIOS 0 | 0.0%
IPX 8 ] 26.7%
VINES 0 | 0.0%
Other 4 ] 133%
Running 00:00:09

Figure 11.9 WireShark Packet capture window

You can capture data directly from a live network, or alternatively read it from
capture files. These capture files can originate from tcpdump or from a large number
of commercial solutions. Ethereal can also decompress gzip files. Depending on the
platform used, you can read live data from Ethernet, FDDI, PPP, Token Ring, IEEE
802.11, IP over ATM and loop-back interfaces.

You can browse the captured network data via the graphical user interface, or in
TTY (teletype) mode?. You can use a display filter to filter the data you wish to dis-
play, highlighting or coloring packet summary information.

Output can be saved or printed as plain text or PostScript®, and each captured
network trace can be saved to disk.

Ethereal currently supports more than 600 protocols, and you can download the
software (or just the source code, if this is what you prefer) at: www.ethereal.com.

2. The TTY version of Ethereal is called Tethereal.



Higher-Layer Testing

195

& | Test )- Ethercal il

Fle Edl ¥ew Gu Coplue Analyee  Slalislics  Help

g BEH*®R5 Qe DF L EQE BRHHEX D

source: ou 6:¥4:6y1ze  123.45.678.91

Type: ARP (Dx2006)

Irailer C2ZKSYSULEIDEUTCOKIDDIA460645d . . .

7 Addre

r Erctocol (reguest)

s kthesner Cozuoui)
Protvesi Lypes TP (0a0000)
ey

: 0C:50:56:04:67:26 123.45.678.51
123.45 678 51 (123.45.678.51)
0C:00:00:00:00:00 (0C:00:00_00:D0:00)

Target MAC sddress:

0000 f£f £ If £F ££ ££ OC 505G 04 G7 26 00 06 G0 0L
0010 CE 00 06 D4 00 01 OC 30 55 84 67 26 ac 10 cb 2§
0020 €C 00 00 DD OD 00 ae 10 0D 01 59 e2 2e 99 50 18
0030 1¢ 40 7e Da OD 00 44 &4 &4 34 00 00

B3 Finer: | | v | g Eoessone | Y Clean | of Apply

We.. | Tme Suite Destinatior wato-ol | Info ks
147 31.521751 123.45.€78.92 Eroaccast ARE  Wno Eas 123.00,00% Teil 123.45.678.92 ol
148 31.669347 123 45.€78.03 Brozdaant BRD  Who kaa 170.45.43.13 Tall 124,85 RTH. U3
145 31.8415832 123.45.€78.5¢ NDHS MName query N3 [PUDLIC]=<CO>
150 32.23G881 123.45.€78.95 Brcaceast ARP  Who kas 100.00.007 Tell 123.45.678.95 4
151 32.629353 103.45.676.96 NBNS Name query N3 [PUBLIC]<CO> 3
e *

e

File (linfifl=1] 76 €3 Q00107 b [P-307 02307 M0

Figure 11.10 WireShark window

11.5 OBSERVER — NETWORK MONITORING AND LAN TROUBLESHOOTING

Observer is a Windows-based family of network monitoring and LAN troubleshoot-
ing tools designed by Network Instruments. This software family includes three dif-
ferent versions: the basic Observer, Expert Observer and Observer Suite, of which
the latter is the most complete, as it includes all the features of the basic and expert

versions.”

Observer can monitor Ethernet (10/100/1000), Wireless 802.11a/b/g, Token

Ring, Full Duplex Gigabit and WAN networks, and it provides metrics, capture and
trending for both shared and switched environments. It can also be used as an add-on
for xGenius Gigabit Ethernet (see Chapter 7 "Gigabit Ethernet Testing"), and it is
compliant with RMON1 and RMON?2, which are the industry standards for traffic
management and packet-level data collection for multi-segment LANs.*

For simplicity, we use the name Observer in this chapter to refer to all the three versions of
the product. If you are interested in more detailed descriptions of each product and the dif-
ferences between them, check out the manufacturer’s website at: www.networkinstru-
ments.com.
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Figure 11.11 Observer’s main window

Observer includes decode of more than 500 primary protocols, and if sub-pro-
tocols are included, it supports more than 1000 protocols.

Normally, if you wish to sniff traffic, your sniffer has to be on the same wire as
the data you wish to analyze. However, some tools, including Observer, can be at-
tached to a remote probe, which makes it possible for you to manage remote net-
works as if they were local. In the case of Observer, multiple sessions and multiple
users are also supported. Observer filters traffic on- and off-line, by MAC/IP ad-
dress, IP address range, name, protocol type, or by any value at byte offset. Although
not open source, this software has some functions that you can customize; for exam-
ple, you can use Boolean logic to create complex filters, and the decoding functions
are customizable in C++.

The software includes a web publishing service for publishing your data and
network health reports, and you can control the level of access of each user. For ex-
ample, you might not want your organization’s internal and external employees view
the same information, so, you can choose the data each user can view.

4. According to the manufacturer, all RMON and HCRMON groups are fully supported.
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Figure 11.12 Observer’s Active filter window.

You can download an evaluation version of the software from the manufactur-
er’s website: www.networkinstruments.com.’
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Appendix 1
Testing Applications

Al1.1 GOOD CABLING PRACTICES

Twisted pairs have successfully replaced coaxial cable in LAN applications, due to cost-effectiveness,
ease of installation and the ability to build simple and flexible cabling systems.

Cabling for data applications has been addressed in many different standards and recommendations,
the most important ones being EIA/TIA-568-B (USA), CENELEC EN 50173 (Europe) and ISO/IEC
11801 (international). These standards define cabling types, distances, connectors, architectures, perfor-
mance and testing practices.

[EESEmEsaTEs = Switch

Horizontal cabling spans ‘ | ‘ ‘ | ‘ ‘
Outlets |EEEREREERRERE = | Switch

‘ RN } } }Patchpanel

Patch cords
[

Server Work stations

Figure 1.1  Simple, structured cabling layout. All stations are connected to a central location
in a star topology.

The current cabling standards specify an extended star topology for data networks. In the simplest
case, user equipment and servers are all connected to a central location known as Horizontal
Cross-Connect (HCC) by means of so-called horizontal cabling spans. In the HCC users are connected to
services and to each other, and most likely to an external network as well (see Figure 1.7). Horizontal
spans are terminated in outlets usually installed in the walls of the building. User equipment is connected
to the outlets by using patch cords. This cabling model is clearly not enough to interconnect more than
just a couple of users. Larger networks are structured hierarchically. There is at least one HCC on every
floor of the building. One of the floors hosts an equipment room with the Main Cross-Connect (MCC)
that interconnects floors between them by using backbone cable spans (see Figure 1.8). In campus
networks, there is one more hierarchical level. Each building in the network has one Intermediate
Cross-Connect (ICC), and the MCC interconnects ICCs from different buildings.

Network operators can use different types of optical and electrical cable. Copper pair is just one of
the choices. UTP is generally used for horizontal cabling and patch cords. Only under special circum-
stances UTP is replaced by screened cable or optical fiber. Things are different in backbone cable spans.
In this case, MMF is the preferred choice for new installations, but UTP is also found in old installations.
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For interconnections between buildings, either MMF or SMF is used. The use of electrical cables is
discouraged, due to their bad performance in terms or range and bandwidth, but also to avoid potential
earthing/grounding problems.

Horizontal cabling spans

Outlets
Patch cords

Work stations

Switch |EEETEE

Horizontal cabling spans

Outlets
Patch cords
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Figure 1.2 Typical cabling layout, including both horizontal and vertical cable spans. The
network is structured with an extended star topology centered in the MCC.

If twisted pair is chosen, one must still decide which type of cable should be used (see Table 1.1).
Even in the case of UTP cables, LAN operators can choose from different types. Choosing the correct
cable category is one of the most important decisions (Table 1.2). The performance of twisted pairs
depends on the cable category used, and this limits the type of applications that can be used in a particular
network. All new LAN installations should use at least Cat 5¢ cable (or Cat D in ISO terminology) to
support Ethernet operating at 1 Gbit/s. Ethernet at 1 Gbit/s should also work in existing networks using
Cat 5 cables, but not in those that use Cat 3. All common cable categories can be implemented with UTP.
In fact, balanced transmission is good enough to protect from external interference, so shielding is not
needed.

Cables of different categories are different in many ways. Performancewise, what really makes them
different is crosstalk (see Table 1.3). For example Cat 6 (ISO Cat E) causes less crosstalk (and is much
more tolerant to crosstalk) than Cat 5. This is the main reason why Cat 6 is much better for high-speed
data transmission. The reason why some pairs have better performance than others is narrow twisting.
Twisting keeps the electromagnetic field generated by charges and currents within a smaller area. The
narrower the twisting is, the better the electromagnetic fields are confined, and as a result, the pair has
better crosstalk performance.

Even UTP cables within the same category are not exactly the same. There are UTP cables with
flexible stranded core and with solid core. Solid core cable is usually cheaper, and offers better electrical
performance. However, it is not very flexible and it is difficult to terminate. This is why solid core cable
is generally used for inside-wall wiring. On the other hand, flexible stranded cable is well-suited for patch
cords. The type of cable to be used for different installations also depends on fire safety standards, local
building codes and sometimes on other regulations as well
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Table 1.1
Common twisted pair types for data networks.

Cable type Comments

Unshielded Twisted Pair (UTP) The most common (and low-cost) twisted pair. A UTP
cable usually contains four different copper pairs.
However, it is also manufactured in bundles of 25 pairs
and even more.

The foil-screened version of the twisted pair is known
as FTP. In this type of cable, a metallic shield is
wrapped around all pairs. FTP is thicker, more expen-
sive and more difficult to handle than UTP. The shield
must be earthed/grounded, otherwise performance
might be even worse than with UTP. However, if used
with care, FTP has better performance than UTP.

STP is a cable where individual pairs are shielded from
each other. The shield protects signals from being dam-
aged by crosstalk or external interferences. STP has the
same disadvantages as FTP, but it offers better perfor-
mance.

There are several factors that can cause that these cables do not to meet the corresponding standard;
for example bending, stress, and so on. Cables must be handled with care and compliance with regulations
must be tested after installation. ISO and TIA standards specify the parameters to test. Wire map and
crosstalk must always be tested. Other standard tests are cable length, insertion loss, return loss, propa-
gation delay and delay skew.

Table 1.2
Twisted Pair Categories.

EIA/TIA

Category Bandwidth Common Application
1 - Telephony, ISDN BRI
2 4 MHz 4 Mbit/s Token Ring
3 16 MHz Telephony, 10BASE-T, 100BASE-T4 (four wires)
4 20 MHz 16 Mbit/s Token Ring
5 100 MHz  100BASE-T, 1000BASE-T (four wires), short haul 155 Mbit/s ATM
Se 100 MHz  100BASE-T, 1000BASE-T (four wires), short haul 155 Mbit/s ATM
6 250 MHz  1000BASE-T (four wires)

Twisted pair cable for Ethernet LAN applications generally comes in groups of four pairs (8 wires).
Only two of the four pairs carry information (10 and 100 Mb/s). However, all four pairs are used in 1
Gbit/s operation. There are many possible interconnections that would work, but only two of them are
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standard. These are known as T-568A and T-568B wire maps (see Figure 1.3). All four pairs are always
connected, but for 10 and 100 Mbit/s operation only pairs 2 and 3 are used. Cables may have poor perfor-
mance or may not work at all if wires are not connected properly (see Figure 1.4)..

Table 1.3
Typical specifications of commercially available UTP cables.

Category Cat 6 Cat 5e Cat 5
DC resistance (20°C, 100 m) (max.) 9.5Q 9.5Q 9.5Q
DC resistance unbalance (max.) 2% 2% 5%
Mutual capacitance (100 m) (max.) 5.6 nF 5.6 nF 5.6 nF
Worst-case cable skew (100 m) 25 ns 22 ns 45 ns
Nominal velocity of propagation 73% 75% 70%

Loss (20/100/250 MHz)(100 m) (max.) 8/18/30 dB 9/20/33 dB 9/21/- dB
PSNEXT (20/100/250 MHz)(100m)(min)  65/57/48 dB 58/47/41 dB 50/39/- dB

Once wiring has been verified, crosstalk can be checked. Testers provide numeric results for
crosstalk in dB, a pass/fail indication, or both. There are different types of values related to crosstalk:

. Near-End Crosstalk (NEXT) is the relationship between the power transmitted by the disturbing
line and the power received by the victim line at the same end where the signal is inserted. It does
not depend on the length of the line.

. Far-End Crosstalk (FEXT) is the relationship between the power transmitted by the disturbing line
and that received by the victim line at the end opposite to where the disturbing signal is inserted. It
depends on the line length.

. Equal Level Far-End Crosstalk (ELFEXT) is defined as the relationship between the power re-
ceived by the disturbing line and the FEXT power received by the victim pair.

. Attenuation to Crosstalk loss Ratio (ACR) is the difference in dB between the NEXT level regis-
tered in the victim pair and the attenuation level in the disturbing line.

T-568A Pin/Pair assignment T-568B Pin/Pair assignment
12345678 12345678

Pair Number

Pair 1: Blue

3 1 4 Pair 2: Orange 2 1 4
Pair 3: Green
Pair 4: Brown

Figure 1.3  T-568A and T-568B wiring standards.

Furthermore, if all the disturbing lines are taken into account rather than one single disturbing line, we
can also consider the following: Power Sum NEXT (PSNEXT), Power Sum FEXT (PSFEXT), Power
Sum ELFEXT (PSELFEXT) and Power Sum ACR (PSACR).



203

Standards require the measurement of many of these parameters, and provide pass/fail masks for

them. NEXT is easier to measure than other types of crosstalk, because it can be measured from a single
cable end. Twisting faults located close to the testers are detected with the NEXT test, but faults located
far away from this end may remain unnoticed.
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Figure 1.4  Common cabling faults. (a) Inverted cable, polarity is inverted in both ends of the

same pair. (b) Pairs 1 and 2 are split. (c) There is a short circuit in pair 2. (d) There
is an open circuit in pair 2. (e) Swapped pair, connections are OK but wires of the
same connection are twisted in different pairs. (f) Miswired cable.

Another issue addressed by cabling standards is how and where to connect the tester(s) (see

Figure 1.5). This is why channels and links are defined, and test result thresholds are given for each one:

Channel, comprises the cabling link between two Ethernet equipment such as a workstation and a
switch or a server. A channel contains fixed elements such as fixed UTP cable and patch panels,
and replaceable elements like patch cables, cross-connection cables and equipment cords. Chan-
nels may also contain intermediate interconnection elements such as consolidation points. In order
to test a particular channel, the Ethernet equipment is replaced by the test equipment at both ends.
All cabling and interconnection elements are left as installed for normal network operation.

Links are defined to ensure that all fixed cabling components meet the standards. Replaceable ele-
ments such as patch cords are not taken into account, because they are normally installed when all
the fixed elements are in place, and they may be changed several times during the life of the net-
work cabling system. When testing a link, cross-connections in patch panels are not tested. The tes-
ter is connected directly to the in the termination of the permanent cable in the panel. At the other
end, another tester is connected to the outlet. In this setup, a horizontal link can use up to 90 m of
fixed cable. These links may contain a consolidation point. Standard patch cords are usually re-
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placed by specially manufactured high-performance patch cords to minimize the effects of any po-
tential limitations of these elements.

Depending on the measurement, two testers are required: one at each end of the link or channel under test.
There are some other tests that call for a line terminated with an open or short circuit, or nominal line
impedance. And some measurements require an active Ethernet link.
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Figure 1.5  Connecting test equipment to the network to check compliance with cabling
standards.

Al.2 INSTALLATION AND QUALIFICATION OF OPTICAL FIBER CABLING

Optical fiber is a good replacement for copper in long-haul and high-bandwidth applications. Also, opti-
cal fiber has low maintenance needs and it is immune to electromagnetic noise caused by radio sources,
motors or nearby cables.

| |
refracted ray

| n2>n1

n1
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"2 Incident ray reflected ray
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Figure 1.6  The total internal reflection principle. (a) If the incident angle of a ray of light in
the boundary of the material is smaller than the critical angle, the power is
distributed between a reflected ray and a refracted ray, and no effective
propagation is achieved. (b) If the incident ray is bigger than the critical angle, all
incident power is reflected back and the light is propagated through the fiber.

Light transmission in optical fibers is based on the total internal reflection principle (see Figure 1.6).
Total reflection is possible only if light is reflected from a material with higher refractive coefficient to a
material with smaller refractive coefficient. Optical fibers therefore consist of a core and cladding with
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different refractive indices. The core, of high refractive index, is surrounded by a cladding layer of lower
refractive index. The index difference forms a boundary which constrains most of the light within the
core.

Earlier, optical fibers were limited by their high attenuation caused by intrinsic absorption,
scattering, impurities, physical bending or other factors. Today, improvements in the manufacturing
process have brought high-quality, low-attenuation fiber to the market. As a result, the optical loss
spectrum of today's fiber is almost free of resonance peaks that may be caused by impurities (see
Figure 1.7).

When optical fiber networks are designed, it is important to keep the following in mind: There are
many different types of fiber, light sources and receivers available in the market. Some fibers support
light transmission over dozens of kilometers, whereas some others can only reach a few meters. The same
fiber may work for all possible wavelengths and light sources, but it may be optimized only for some of
them. There are two important families of optical fiber:

. Multimode Fiber (MMF) has a core with a diameter larger than 10 pm (usually 50 um or 62.5 pm).
This fiber can transport many simultaneous transverse modes. It is usually fed by a Light Emitting
Diode (LED), but there are some MMFs that work with laser as well.

. Single Mode Fiber (SMF) has a core with a diameter less than 10 um (typically 9 um). As a result,
it only propagates one transverse mode from the optical source. LEDs are not suitable for injecting
optical power to SMF, and this is why it uses lasers as optical sources.

Generally speaking, SMF offers better performance than MMFE. SMF is used for long-haul applications.
It is perfectly suitable for WAN applications, but it is used for LANs and campus networks as well. MMF
is often used in LAN backbone cabling. MMF is more expensive than SMF, however, lasers are more
expensive than LEDs. This is why, even though SMF is cheaper, SMF-based systems are more expensive.

Optical transmission systems usually work at 850 nm (first transmission window), 1310 nm (second
window) and 1550 nm (third window). The operating transmission window depends on the light source,
not on the optical fiber. Optical fiber should work at any transmission window, but it can only be
optimized for one of them. Common LEDs usually work in the first transmission window, while lasers
are built to work in the second and third transmission window. Each transmission window has its own
particular properties. For example, minimum attenuation is obtained in the third transmission window.
Currently, optical fibers and light sources enable operation in new windows, offering almost unlimited
bandwidth.

First window
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Third windo
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Figure 1.7  Light attenuation in a silica crystal optical fiber and transmission windows.
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Each MMF mode has its own propagation properties, including propagation delay. As a result, the
fiber filters the incoming signal and transmission pulses are wider when they are received, which causes
Inter-Symbol Interference (ISI). This effect is known as modal dispersion, and it may be severe for high
transmission rates (narrow pulses), thus making signal decoding impossible. Graded-index fibers offer a
partial solution to this problem. Refractive index of graded-index fibers decreases gradually away from
its center (see Figure 1.15). The result is delay equalization of transmission modes, which allows higher
bit rates without ISI.

v W
(b)

Figure 1.8  Refractive index of MMFs. (a) Step-index MMF. (b) Graded-index MMF.

The ability of a MMF to transport high bit rate signals is specified by means of a distance/bandwidth
product known as modal bandwidth. Modal bandwidth is always specified for a specific transmission
window. For example, an MMF may have a 1500 MHz*km modal bandwidth operating at 850 nm, and
only 500 MHz*km at 1310 nm.

Modal bandwidth is a critical parameter that must be checked when installing MMF. Special care
must be taken with 10 GbE applications, because the same fiber used for 1 GbE may not be valid for 10
Gbit/s (see Table 1.4). The preferred choice for 10 Gbit/s applications over MMF is laser-optimized fiber
rated with OM3 by ISO/IEC 11801 (see Table 1.5). These MMFs are designed to transport a 10 Gbit/s
signal using a Vertical Cavity Surface Emitting Laser (VCSEL) that has a better performance than tradi-
tional LED sources. VCSELSs are a low-cost alternative to common laser sources such as Fabry Perot (FP)
or Distributed-FeedBack (DFB) lasers. Like most LEDs, VCSELSs operate in the 850 nm band.

Table 1.4
Performance of MMF at 1 Gbit/s and 10 Gbit/s, with MMF operating at 850 nm
with an LED source

Fiber type Modal bandwidth ~ 1000BASE-SX  10GBASE-S

62.5 us MMF 160 MHz*km 2 ~220 m 2~26m
62.5 us MMF 200 MHz*km 2~275m 2~33m
50 ps MMF 400 MHz*km 2 ~500 m 2~66m
50 ps MMF 500 MHz*km 2~550m 2~82m

When they work with MMFs, lasers (and VCSELSs in particular) are different from LEDs, because
they excite just a few transverse modes in the fiber, limiting the light propagation to some mode groups.
Modal bandwidth is measured with the assumption that the so-called Over-Filled Launch (OFL) condi-
tions are met. However, VCSELSs under-fill fiber modes and the OFL conditions are not met. When OFL
conditions fail, the impulse response of optical fiber becomes strongly dependent on how the power is
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injected. When laser sources are used, the modal bandwidth of fiber can be lower or higher than the modal
bandwidth of OFL. LEDs inject power into the entire core of the MMF, while a laser injects power only
into a small area of the fiber. Modal bandwidth with laser sources is measured by a parameter known as
Effective Modal Bandwidth (EMB). When power is correctly injected in the MMF, the EMB is better
than the OFL modal bandwidth. Specifically, the minimum OFL bandwidth for an OM3 MMF operating
in the first transmission window is 1500 MHz*km, but the minimum EMB is 2000 MHz*km.

Table 1.5
ISO/IEC 11801 and EN50173 standard fiber categories.

OM1 oM?2 OM3 0S1
Core diameter 50 ps, 62.5 us 50 ps, 62.5 us 50 pus 9 us
Max. attenuation (850 nm) 3.5 dB/km 3.5 dB/km 3.5 dB/km -
Max. attenuation (1300 nm) 1.5 dB/km 1.5 dB/km 1.5 dB/km -
Max. attenuation (1310 nm) - - - 1.0 dB/km
Max. attenuation (1550 nm) - - - 1.0 dB/km
Min. OFL (850 nm) 200 MHz*km 500 MHz*km 1500 MHz*km -
Min. OFL (1300 nm) 500 MHz*km 500 MHz*km 500 MHz*km -

SMF propagates only one transverse mode, which is why modal bandwidth is not an issue for SMF.
As a result, SMF transmits higher bit rates over larger distances than MMF. These fibers are, however,
limited by second-order dispersive effects:

. Different colors or wavelengths travel at different speeds in the fiber. This effect is called chromat-
ic dispersion, and it makes optical pulses spread as they propagate along the fiber. Chromatic dis-
persion is quantified by the chromatic dispersion coefficient that gives the amount of broadening in
an optical fiber per unit of distance and per unit of spectral width of the power source. The chro-
matic dispersion coefficient uses to be expressed in ps/nm*km units.

. The electromagnetic wave that propagates along the fiber can be decomposed into two ortogonal
polarizations. Due to imperfections in the fiber, these polarizations have different propagation
speeds. This effect is called Polarization Mode Dispersion (PMD). As a result of PMD, optical
pulses are spread in the fiber. The amount of spreading caused by optical fiber is given by a PMD
coefficient proportional to the square root of the length of the fiber. The PMD coefficient is there-
fore measured in ps/km1/2. PMD can be ignored for low and medium bit rate applications and it
only is an issue for 10 Gbit/s and higher bit rate applications.

The fiber commonly used in telecommunications is made of silica glass. ITU-T Recommendation G.652
specifies a silica glass optical fiber known as Non-Dispersion-Shifted-Fiber (NDSF). This fiber has a zero
dispersion point near 1300 nm, but minimum attenuation is close to 1550 nm. An important NDSF sub-
class is the G.652.C fiber, with a low water peak of around 1400 nm. G.652.C fibers are optimized for
Dense Wavelength Division Multiplexing (DWDM). NDSF is the most commonly deployed SMF, but
there are other possibilities as well (see Figure 1.9):

. ITU-T G.653 defines a Dispersion-Shifted-Fiber (DSF) with zero dispersion point shifted near to
1550 nm. This fiber is therefore optimized for third-window operation. DSF, however, is not suit-
able for DWDM applications, due to its increased non-linearity when compared with standard
DSF.

. ITU-T G.655 defines a Non-Zero Dispersion Shifted Fiber (NZDSF) that has a small, but non-zero
chromatic dispersion near 1550 nm. This way, non-linear effects such as “four-wave mixing” are
minimized, and at the same time, good performance in DWDM is achieved.
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Ethernet standards assume that G.652 fiber is used in SMF installations. This does not, however, prevent
the use of other types of SMF, since they may potentially enhance the performance of the optical link.
Attenuation is the limiting factor in almost all installations. However, in the third window, chromatic dis-
persion could be important enough to limit operation over long distances for 10 GbE applications.

25 Second | Third
window I window
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Figure 1.9  Chromatic dispersion of different standard SMF types.

Fibers are packed in many different types of cables. Some of them only contain one fiber, but others
may contain hundreds. Optical fiber cables can be roughly divided into two groups:

Indoor cables: The main requirement for this type of cables is fire safety. This is particularly true

for fiber that is installed in public spaces. These fibers are manufactured with flame-resistant mate-
rials.

Outdoor cables must deal with moisture, high temperature variations and ultraviolet rays. Aerial fi-
ber cables must also be weatherproof.

Most fiber cables use one of the following designs: 900 um tight buffered fiber and 250 um coated
fiber or bare fiber. The former simply adds a soft plastic coating to a 125 pum silica glass fiber, whereas
the latter adds two. The internal coating is made of soft plastic, while the external coating uses harder
plastic. This provides extra protection and makes handling easier.

Soft coating (250 um or (400 pm)

Hard coating (900 um)
Fiber core

(9 um for single-mode)

Fiber cladding (125 um)
250 um Coated fiber

(bare fiber) - )
900 um tight buffered fiber

Figure 1.10 Two basic fiber cable configurations.
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All available optical fiber cables are variations of two basic configurations known as tight-buffered
cables and loose-tube cables (see Figure 1.10). They have the following properties:

. Tight-buffered cables contain buffering material for the fiber. This configuration is very suitable for
indoor applications, but there are others that are specially designed for outdoor applications. Some
tight-buffered cables contain just one fiber, but others may contain many of them. Some of them
are specified for riser or plenum cables.

. Loose-tube cables house and protect fibers with plastic buffer tubes. Sometimes, a gel filling is
used to make the cable waterproof. If fibers are longer than the tube, they are better protected from
stress and environmental effects. Loose-tube cables usually contain various (even hundreds of) fi-
bers, and they are typically used for outside-plant applications in aerial, duct or direct-buried in-

stallations.
Patch cord
Patch panel [FRFE==0 D
Backbone fiber links Optical signal meter
Patch cord

EEDEELETLEET] Patoh panel

Light source

Figure 1.11 Typical optical loss test setup

When designing fiber links, the first step is the characterization of the link power budget. The power bud-
get defines the difference between the transmitter’s minimum power out and the receiver’s minimum sen-
sitivity. This figure determines the total loss due to attenuation, as well as some other factors that can be
introduced between the transmitter and the receiver. Other parameters, such as modal bandwidth and dis-
persion may be important as well, but as they cannot be affected by installation practices, they are tested
by the fiber manufacturer and not in the field. The total insertion loss in a fiber link must be smaller than
the available power budget. The insertion loss can be estimated by using this formula:

Loss = Fiber Attenuation(dB/km)xlength(km) + Connector loss(dB)xConnectors + Splice loss(dB)xSplices

The number of splices and connectors in an optical link may be different, and the value for length
is also different for each link. Cabling standards provide limits for the attenuation caused by fiber and
insertion loss of connectors and splices. The attenuation for MMF must be smaller than 3.5 dB/km while
in the first window, and smaller than 1.5 dB/km in the second window. The attenuation for SMF is usually
required to be smaller than 1.0 dB/km. The insertion loss must be smaller than 0.3 dB per splice and
0.75 dB per connector. The overall insertion loss allowed for an optical link is defined by IEEE 802.3
(see Table 1.6).

Fiber links must be tested for insertion loss to make sure that they have been installed according to
cabling standards. A typical optical loss test set is made up of an optical signal generator and an optical
power meter (see Figure 1.11). End-to-end loss depends on the quality of the materials used for the link
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Table 1.6
Maximum channel loss and distance for some Ethernet fiber interfaces
(patch cables, cross-connection cables and equipment cords are included in the results).

Transmission Rate Fiber type / Wavelength Insertion Loss Reach

1 000 Mb/s 62.5 us MMF, 160 MHz*km / 850 nm 2.33dB 220 m
62.5 us MMF, 200 MHz*km / 850 nm,  2.53 dB 275 m
62.5 us MMF, 500 MHz*km / 1300 nm, 2.32 dB 550 m
50 us MMF, 400 MHz*km / 850 nm 3.25dB 500 m
50 us MMEF, 500 MHz*km / 850 nm 3.43dB 550 m
50 us MMEF, 400 MHz*km / 1300 nm 232dB 550 m
10 us SMF / 1310 nm 4.5dB 5000 m

10 000 Mb/s 62.5 us MMF, 160 MHz*km / 850 nm 2.6 dB 26 m
62.5 us MMF, 200 MHz*km / 850 nm, 2.5dB 33m
50 us MMF, 400 MHz*km / 850 nm 2.2dB 66 m
50 us MMF, 500 MHz*km / 850 nm 2.3dB 82 m
50 us MMF, 2000 MHz*km / 850 nm 2.6 dB 300 m
10 us SMF / 1310 nm 6.0 dB 10 km
10 pus SMF / 1550 nm 11.0 dB 40 km

and on whether they have been installed correctly or not. To control the amount of insertion loss,
connectors must be spliced and added correctly. Optical fiber is also sensitive to bending. Furthermore,
the effects of bending are different for each wavelength. This is why insertion loss must be checked at all
operating wavelengths. MMF links must be tested at 850 nm and 1310 nm, and SMF links should be
tested at 1310 nm and 1550 nm.

A1.3 VERIFICATION OF THE ETHERNET AUTO-NEGOTIATION

Misconfigured auto-negotiation has been reported to be responsible for many problems with Ethernet.
This makes auto-negotiation a very relevant topic. Operators must make sure that their Ethernet network
interfaces support auto-negotiation. Sometimes, auto-negotiation problems make data exchange impossi-
ble, other times these problems cause severe service degradation but not total loss of connectivity. A good
example of this is the so-called duplex mismatch. This occurs when one device configured for full-duplex
operation is connected to a half-duplex device. The full-duplex device receives and transmits data simul-
taneously, but the half duplex device diagnoses all data received during transmission as collisions and re-
transmission attempts. Some collisions may be detected as late collisions. In this case, the Ethernet
network interface will not attempt retransmission, and error recovery will be left to upper protocol layers.
This results in very poor performance.

Auto-negotiation is done by exchanging 16-bit words. The main word is the Auto-negotiation base
page. In this word, network interfaces choose the operating interface (10BASE-T, 100BASE-T,
100BASE-T4), full/half duplex operation and flow control configuration). However, basic auto-negoti-
ation can be extended by using more 16-bit words. Next page is used to indicate that there are additional
features to negotiate. A common application for Next page is auto-negotiation for 100BASE-T2 and
1000BASE-T. When configuring a 100BASE-T2 interface, Next page is followed by a third message
carried by an unformatted page. When configuring 1000BASE-T, Next page is followed by two unfor-
matted pages (see Figure 1.27). Unformatted pages are used to exchange extra parameters between peers
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and negotiate additional features such as full/half duplex operation of gigabit links, port type (single-port
device, multiport device) and synchronization master/slave roles. Master/slave roles can be manually
configured by the user. If the user does not configure anything, and if one side is a multiport device, its
clock is used as the master, but if both sides have a similar device, a randomly-generated seed is used to
decide which station is master.
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Outer jacket
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Figure 1.12 Commercial fiber optic cable designs.

Optical configuration is easier than electrical configuration, because there are less parameters to use.
Especially, l000BASE-X auto-negotiation enables the configuration of flow control and full/half duplex
features of gigabit optical links by means of a single auto-negotiation base page (see Figure 1.14).

As mentioned before, one of the problems with auto-negotiation is that duplex mismatch may occur.
Duplex mismatch can be detected by carrying out a performance test through a chain of switches and
routers. For this test, a traffic generator/analyzer is used at one end of the chain, and a loopback device at
the other end. The generator/analyzer injects test traffic into the network, and the loopback device sends
the traffic back to the originator for analysis. If there is a duplex mismatch in the interconnection between
two switches, performance is greatly affected. The reason is that the half-duplex switch detects part of the
incoming traffic as a collision and attempts to retransmit data. Retransmissions result in transmission
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Figure 1.13 Twisted-pair Ethernet auto-negotiation protocol. Auto-negotiation for
10/100 Mbit/s requires exchange of one singe message (a auto-negotiation base
page). To communicate their ability to transmit and receive 1000BASE-T signals, a
device must exchange four auto-negotiation messages (a base page, a next page and
two unformatted pages) with its remote peer.

fragments received by the full duplex interfaces connected to the misconfigured switch. The peer discards
the received data due to the invalid CRC. The line is overloaded by the transmission fragments that are

finally discarded by the full duplex interface.
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Figure 1.14 1000BASE-X auto-negotiation page description.

If there is reason to suspect that a switch or any other network equipment has a problem with
auto-negotiation, tests are needed to confirm correct operation. To test auto-negotiation, it is necessary to
use test equipment that is able to configure the preferred and forced values of the parameters to negotiate.
The tester can be a dedicated test instrument, but one can also use a switch or some other device with
configurable network interfaces. This test setup is used to check the ability of the DUT to negotiate a
specific set of parameters. It is even possible to check the effects of a duplex mismatch by configuring
the tester for duplex operation if it is connected to a half-duplex network interface.
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Figure 1.15 Tests related with auto-negotiation. (a) Loopback test to check traffic loss due to a
duplex mismatch. (b) Comparison of preferred and actual transmision values in a
network interface with unknown features.

Al.4 DETERMINING SUPPORT OF JUMBO FRAMES IN A SWITCH CHAIN

Ethernet frames are usually assumed to have a maximum size of 1518 bytes, accounting for a 1500-byte
payload, a 14-byte header (source and destination addresses, type/length byte) and a 4-byte trailer (FCS).
However, things are not always as easy as they seem. In fact, frames longer than 1518 bytes do exist.
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Frames carrying Virtual LAN (VLAN) Q-tags are longer. Single Q-tagged IEEE 802.1Q frames have a
Maximum Transport Unit (MTU) of 1522 bytes and double Q-tagged IEEE 802.1ad frames have an MTU
of 1526 bytes. Frames carrying MPLS labels may also be longer than 1518 bytes. All these frames are
accepted by the standards and should also be accepted by switches and routers built according to these
standards. There are also examples of proprietary frame formats with MTU longer than 1518. A good ex-
ample is the Cisco Inter-Switch Link frame, an encapsulation used to tag frames in trunk links (see
Figure 1.17).

Frames with an MTU that is only slightly larger than 1518 bytes, like Q-tagged frames, are known
as baby giant frames but jumbo frames are often six times longer than the longest regular Ethernet frame.
This is still far from the 64-KB limit for IPv4 packets, and IPv6 allows packets as long as 4 GB However,
you do not usually see frames much longer than 9 KB, because the 32-byte CRC protection included in
the Ethernet trailer is not effective with very long frames. To support these frames, it would be necessary
to modify the entire frame structure.

MTU = 9000 bytes MTU = 1518 bytes ~ MTU = 9000 bytes

=

=

Frame @)
dropped

I | —

MTU = 9000 bytes MTU = 1518 bytes  MTU = 9000 bytes

=7 — |
@:D:D@EDEDED%EDED i

(b)

Figure 1.16 (a) Switched path, frames exceeding the S2 MTU are dropped. (b) Routed path,
packets are fragmented.

Those who support 9000-byte long frames claim that while Ethernet is now 1 000 times faster than
the original 10 Mbit/s, the MTU still remains the same. Increasing the MTU (at least for high speeds)
increases throughput and reduces processing load in network nodes and end-user equipment. The incon-
venience of long frame sizes is that they make interactive communications difficult. Long frames suffer
from increased delay, which is why they are not suitable for audio and video applications, such as Voice
over IP (VoIP) or IPTV. Long frames may also damage the Quality of Service (QoS) of short frames when
they are all queued together in the same buffer in a network node. Jumbo frames may not be an issue in
abackbone operating at 10 Gbit/s, but even in this case, data may have been aggregated from slower inter-
faces such as 100 Mbit/s Fast Ethernet. The main applications for jumbo frames are therefore data appli-
cations, and, more precisely, Storage Area Networks (SAN).

While many baby giant frames are standard, jumbo frames are still proprietary, so many network
equipment manufacturers do not support them. Some switches and routers make it possible to configure
the MTU from the console. As a result, there is no global agreement on the MTU of Ethernet frames. If
MTU values are different from 1580 bytes, they are usually 9216, 9192, 9180, 9176 or 4470 bytes.

Routers and switches that support jumbo frames can forward this type of data without any problems.
Sometimes, IP routers that support packet fragmentation may need to fragment jumbo frames to match
the Ethernet MTU configuration. Some routers and switches may fail to forward jumbo frames. If this is
the case, these frames may be dropped (see Figure 1.16). Sometimes an Internet Group Message
Protocol (IGMP) message is generated to inform the transmitter about the event, but this does not always
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Figure 1.17 (a) The standard Ethernet frame has an MTU of 1518 bytes, (b) Q-tagged VLAN
frames have an MTU of 1522 bytes, (c) Cisco Inter-Switch Link (ISL)
encapsulated frames have an MTU of 1548 bytes, (d) Q-in-Q Ethernet frames have
an MTP of 1526 bytes, (¢) MPLS pseudowires built over Ethernet infrastructure
have an MTU of 1526 bytes.

happen. The problems caused depend on the application that is using the problematic link. These
problems may be intermittent, and they sometimes depend on the destination. But a closer look often
reveals that this behavior can be reproduced if the original conditions are recreated.

Sending and receiving jumbo frames may cause problems, if they are not properly supported by the
network. Testing the MTU in critical paths and checking the support for jumbo frames may help (see
Figure 1.18). A tester that can check the frame size and compute a histogram can be used to analyze the
traffic that passes through the network element. The test can be performed in service (without discon-
necting users) if the network element has port mirroring capabilities or if the tester supports 'through' or
monitoring mode. The traffic to analyze can be either real or non-real. In general, more detailed results
can be obtained by using non-real traffic generated in a tester with traffic injection capabilities. It is also
possible to carry out an in-service test with non-real traffic, because the traffic used to analyze the MTU
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is small and unlikely to cause congestion or damage other services. Tests with traffic injection do not need
port mirroring or 'through'/monitor operation. The only requirement is to use the traffic analyzer's MAC
address as the destination MAC address. The non -real traffic will then reach the analyzer through a
switched or routed path.

MTU = 9000 bytes MTU = 1518 bytes ~ MTU = 9000 bytes

Traffic
generator

Analyzer Analyzer

Figure 1.18 (a) Switched path; frames exceeding the S2 MTU are dropped. (b) Routed path;
packets are fragmented.

A1.5 CHECKING ISOLATION AND ROUTING BETWEEN VLANS

Ethernet networks with VLANs use two fields to forward frames: the destination MAC address and the
VID. These networks must also have layer-3 routing mechanisms to make different VLANs communicate
(see Figure 2.10). As a result, the fields the network has at its disposal for forwarding packets are: Desti-
nation MAC address, Destination IP address and VID. How does the network coordinate forwarding us-
ing these fields?

VLAN configuration affects IP addressing. VLANs form separate broadcast domains. Those
network interfaces that are connected to the same domain must belong to the same IP network, and they
must have the same IP network prefix. On the other hand, those network interfaces that are connected to
different VLANs must have different IP network prefix. In fact, this is one of the advantages of VLANs:
They allow end users to keep the same IP addressing regardless of the physical port they are using. For
example, a network made up of three VLANS, 101, 102 and 103, could be configured with three different
IP network prefixes, for example 192.168.101.0/24, 192.16.102.0/24 and 192.168.16.103.0/24.

When a user in a particular VLAN decides to send information to other user in the same VLAN, the
network simply forwards the frames by using bridging. It may be necessary to use the ARP protocol to
get the destination MAC address before transmission, but the IP layer is not used in any other way during
the communication process. A switch may use flooding, if the destination MAC address is not listed in
the local switching table. Flooding occurs directly in the user port of the switch, but frames are also
forwarded to trunk links to enable communication with those users who are connected to other switches
in the same VLAN. In this case, the corresponding VID is added to the original MAC frame.

Communication between VLANSs takes place when one user sends packets with a destination IP
address associated to a different VLAN. The data transmitted goes through the source VLAN and arrives
to a VLAN default gateway (a router). The default gateway then removes VLAN tags, if necessary, and
decides whether the packet is to be forwarded to a new VLAN by using a routing table. Finally, the router
adds the necessary VLAN tags with the correct VID, and forwards the frame to the correct interface ( (see
Figure 1.20)). Things are similar when a user needs to send information to an external network, but in this
case, the router may need to add an entirely new layer-2 encapsulation, such as PPP, to the packets, rather
than remove and add VLAN tags.
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Routing between VLANS can be carried out more efficiently, if the router is connected to a trunk
interface. With this architecture, only one physical link between one switch and the router is used to inter-
connect VLANS. This connection scheme requires a router that supports the IEEE 802.1Q interface. This
network interface must be configured in the router with as many IP addresses as VLANS to interconnect.
Each IP address must be associated with a specific VLAN. For this interface, IP addressing must be
compatible with the VLAN addressing of the network. Some switches with layer-3 features can route
traffic between VLANSs without using an external router. These switches have their own routing tables,
and they use the destination IP address to choose the outgoing VLAN.
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Figure 1.19 A switch with two trunks carrying VLAN-tagged frames. One of the links
connects VLAN users from different switches across the network. The other one
is used for connection between VLANSs and with external networks. All frames
that need to change their VID must pass through this router.

All networks and network segments with VLANSs should be tested before bringing them into
service. Especially, it is very important to test isolation and routing between VLANS. Isolation can be
tested in two different ways (see Figure 1.21):

. From a user interface. A traffic generator is connected to an interface associated with the VLAN
under test, and broadcast traffic is generated (destination MAC address ff:ff:ff:ff:ff:ff). A traffic an-
alyzer is connected to those network interfaces that are associated with the same and different
VLANS. The test is performed to check that broadcast traffic is flooded only to those interfaces that
are attached to the same VLAN.

. From a trunk interface. A traffic generator is connected to a trunk interface. Broadcast traffic is
generated from the trunk interface, and the test is carried out to check that traffic is received in the
VLAN expected. All VLANSs can be tested at the same time with a traffic generator that has mul-
tistream generation capabilities. Several simultaneous broadcast traffic flows with different VLAN
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tags are then generated. The analyzers used will check that every VLAN receives the correspond-
ing traffic flow.
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Figure 1.20 Routing between VLANS. Traffic is delivered to a router. The router checks the
destination IP address and replaces the source VLAN tag with the destination
VLAN tag. The network then forwards the traffic to the destination by bridging.

To test routing between VLANS, it is necessary to use a traffic generator with IP generation capabil-
ities. The test traffic must be addressed to an IP address in the remote VLAN to be tested. If the network
has been set up correctly, the traffic will reach the router. The router then removes and adds the correct
VLAN tags, and finally, the traffic will reach the traffic analyzer at the destination VLAN. There is no
need to configure any of the destination MAC addresses, if the traffic generator can generate ARP
requests, and if both the router and the traffic analyzer are able to answer to them. Detailed analysis of
the traffic in the network should detect this ARP traffic and the test traffic as well. The inter-VLAN test
traffic is unicast. This means that it will not be received in several ports at the same time. Especially, if
the source and destination VLANS are in the same switch, the test traffic will not be switched to any trunk
interfaces other than the one connected to the router. It will probably be possible to detect some broadcast
ARP traffic in trunk links while the test is being carried out.

Al1.6 CHECKING ETHERNET ADMISSION CONTROL MECHANISMS

Admission control is a congestion avoidance mechanism that helps operators to control the amount of
traffic allowed to enter in their networks. It is the basis of QoS architectures such as Differentiated Ser-
vices (DS). Most service providers need to deploy admission control mechanisms, if they aim to deliver
Ethernet services to their customers in MAN environments. Today, it is possible to configure medi-
um-cost switches and routers to provide admission control in LANs as well. It is important to remember
that admission control is applied to the incoming interfaces of network elements, usually in the boundar-
ies of the network, but it is not applied to any of the outgoing interfaces.
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Figure 1.21 (a) Testing VLAN isolation by injecting broadcast traffic into a user port.
(b) Testing VLAN isolation by injecting broadcast traffic into a trunk port.
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LAN operators may be interested in traffic admission, if they are running applications with specific
QoS requirements, or when they have users that need differentiated service levels. If QoS-demanding
services are to be connected to dedicated, well known physical ports, traffic admission control can be
configured on a per port basis in switches or routers. Traffic admission has to be implemented for both
QoS-demanding and best-effort services. A good example of this situation is a LAN transporting IP
telephony traffic where data is generated in VoIP telephones connected to dedicated outlets in the
network. In this case, it is possible to configure custom traffic admission filters for VoIP and data ports.
However, a traffic class is not always generated in well-known network connections. When this occurs,
applications can still be identified at the IP layer by using differentiate services code points. Most routers
(and some switches) have QoS features that enable them to define traffic classes based on DS code points,
and treat each traffic class differently. This includes custom admission control filters that depend on the
DS code point value. Traffic marking at the Ethernet layer is usually not available for LAN users, because
Ethernet CoS marks are implemented in VLAN tags, and LAN user interfaces do not support this
function. Using source or destination addresses as CoS marks is generally not a good idea, and it is better
to separate routing from QoS provisioning.

Things are different in MAN applications. MAN operators have VLAN tags at their disposal for
traffic marking and admission control. They use connection control to isolate customers or applications,
and to prevent congestion by limiting the rate of the traffic entering the network. There are three user
priority bits within the VLAN tag that make it possible to define CoS marks, but admission control can
also be implemented using the VID. A service provider may book one or several VIDs per customer and
define specific admission control rules for each VID. Further refinement is possible, if priority bits are
used for every VLAN. Of course, a port-based admission control is still available, but VLANs make it
more quick, flexible and easy to define and provision services.

Sometimes, users are interested in checking whether the service they have purchased can reach the
performance they are expecting. For example, it a customer may wish to test the maximum transmission
rate allowed for different services (VPNs, VoIP, Internet access, etc). Service providers may also be inter-
ested in running similar tests during installation and troubleshooting. In this section we will see how to
check the bandwidth of a connection that is using traffic admission filters. The basic tools to do this are
provided by the IETF RFC 2544 that defines test configurations and procedures to check different perfor-
mance figures for Ethernet devices, links and even entire networks. There are two performance param-
eters that are of interest for this purpose:

. Throughput is the maximum rate at which the Device Under Test (DUT) drops no frames. To test
throughput, RFC 2544 compliant testers send a certain number of frames at preconfigured rates
through the device under test, and then check the frames that are transmitted through the DUT
without errors. The number of frames offered and forwarded is compared, and depending on the re-
sult, a new iteration starts and the test is performed again with a different frame rate. After some it-
erations, the test rate converges to the throughput of the device under test.

. Back-to-back tests measure the length of the longest maximum-rate frame burst a device can ac-
cept without dropping any frames. To perform this measurement, the RFC 2544 compliant tester
sends a burst of frames with minimum interframe gaps to the DUT and counts the number of
frames forwarded by this device. If the number of transmitted frames is equal to the number of
frames forwarded, the length of the burst is increased and the test is performed again. If the number
of forwarded frames is less than the number of frames transmitted, the length of the burst is re-
duced and the test is performed again. Finally, the burst length converges to the longest possible
back-to-back burst.

The RFC 2544 throughput test is used to check the steady-state bandwidth of an Ethernet
connection. Ifthe average transmission rate is higher the CIR (or EIR, depending on the admission control
filter), frames will be dropped sooner or later. If the transmission rate is constant, and smaller than the
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Figure 1.22 The amount of traffic that crosses an admission control filter. Graphics represent
steady states, traffic is usually allowed to be greater than the CIR and EIR for
short periods of time. (a) The CIR is equal to the EIR, the network guarantees
traffic delivery if incoming traffic is smaller than the CIR. (b) The EIR is greater
than the CIR. Traffic delivery is guaranteed if the rate is smaller than the CIR.
Excess traffic (traffic above the CIR and below the EIR) is delivered as well, but it
is marked as low priority and usually discarded first if congestion occurs.

CIR or EIR, no frames should be dropped. This makes it possible to measure both CIR and EIR. If the
admission control filter implements the trTCM algorithm, it is not possible to measure the CIR with a
throughput test, because excess traffic is sent to a cascaded policer rather than being dropped. To measure
the CIR, in this case, a tester that can detect traffic marks is needed. The throughput test also has limited
applicability when the access control filter contains shapers, because theoretically these filters never drop

frames.

CBS and EBS are admission control parameters related with the dynamic behavior of the filter, and
they can only be tested when not in the steady state. To measure CBS (or EBS), the RFC 2544
back-to-back test is used. This test fills the buckets with a fast packet stream, and when the first packet is
discarded, the test stops. In a connection with an admission control filter made up of a simple
token-bucket policer, the size of the CBS can be measured by using the following formula:

CBS = ICBS - CIRXTCBS

(1.1)
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I¢psis the amount of data that has entered the network before the first frame is lost. In other words,
it is the result of the back-to-back frame test. T-gg is the time interval between the start of the test and the
first frame drop event. It can be derived from /gy, if frames are injected with constant and deterministic
rate in the back-to-back test. CBS is different from /g, because some data leaves the policer while the
traffic generator attempts to fill it. /g accounts for data ingressing in the policer, and CIRXT -z for data
leaving the policer. CBS is the difference between these two.

If the admission control filter implements the trTCM algorithm, it is difficult to determine both CBS
and EBS, because non-compliant traffic is sometimes remarked, and remarking events are not valid
triggers for the RFC 2544 back-to-back test. However, the CBS formula is still useful as a merit figure
for the trTCM and more complex policers. In this case, the result represents the size of a token bucket
policer equivalent to the connection admission filter under test.
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Figure 1.23 In this test, traffic is delivered through an IEEE 802.3 interface to a device
connected to an IEEE 802.1Q interface.

Testing admission control calls for a traffic generator/analyzer that is able to generate customizable
synthetic traffic, and a loopback device of some sort to send the traffic back once it has passed through
the DUT. Traffic should not be altered during the return path (from the loopback device to the traffic
generator/analyzer), or the result may be affected by other effects. Admission control is applied to
incoming interfaces only (not to outgoing interfaces). It is also important to obtain accurate results, so that
the DUT can be put out of service to avoid any interference between test traffic and ordinary network
traffic.

Test traffic, here, is just standard unicast Ethernet traffic. The source MAC address must be used as
the address of the traffic generator/analyzer, and the destination MAC address must be the same as the
address of the loopback device. The loopback device must support MAC address swapping, and
depending on the DUT, IP address swapping as well. This way, traffic can find its way back to the
generator/analyzer without disturbing network operation.

In a typical test setup for LAN environments (see Figure 1.23), the traffic generator/analyzer is
connected to a user interface (IEEE 802.3) and the loopback device to a trunk interface (IEEE 802.1Q).
IP packets encapsulated in Ethernet frames can be delivered through the DUT, and it is even possible to
add DS code points to the test traffic, to check how DS classes are processed by the DUT. In MAN setups,
VLANS are used to isolate users or services. The traffic generator/analyzer is therefore connected to a
trunk IEEE 802.3Q port in the DUT. The loopback is connected to the uplink interface in the DUT. This
interface can use a Q-in-Q encapsulation, for example. If the DS code points, the VID or the user priority
bits are service-delimiting, the test can be repeated for several field values to check how results vary for
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different services. Traffic generators with multistream traffic generation and analysis features can check
different services at the same time. This gives further insight on the isolation of services based on DS code
points, VIDs or user priority bits.
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Figure 1.24 In this test, traffic is delivered through an IEEE 802.1Q interface to an IEEE
802.1ad (Q-in-Q). This is a very typical situation in a service provider network.

A1.7 CHECKING END-TO-END PERFORMANCE PARAMETERS

Once devices are interconnected and remote applications accessible, it is time to test performance and re-
source availability. QoS tests check frame loss, latency and jitter, and in some cases some other parame-
ters as well. Frame loss, latency and jitter are all important, but there are applications that are not sensitive
to some of them (see Table 1.7). For example, VoIP is sensitive to jitter and latency. On the other hand,
streamed video and business data are sensitive to frame loss ratio.

To guarantee the QoS for each application, a number of parameters need to be measured,
end-to-end. It is common to measure QoS at the IP layer, because IP is the technology that applications
use to be available at end points where QoS tests are performed. However, QoS tests can also be carried
out at the Ethernet layer where Ethernet is available.

Table 1.7
ITU-T Y.1541 Network Performance Objectives.

QoS Class Applications Packet Loss Delay Jitter

0 Real-time, jitter-sensitive, highly inter- 14103 100 ms 50 ms
active traffic (VoIP, videoconference)

1 Real-time, jitter-sensitive, interactive 1x1073 400 ms 50 ms
traffic (VoIP, videoconference)

2 Transaction data, highly interactive traf- {y10-3 100 ms Unspecified
fic (signalling)

3 Transaction data, interactive traffic (sig- 1x10-3 400 ms Unspecified
nalling)
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Table 1.7
ITU-T Y.1541 Network Performance Objectives.

QoS Class Applications Packet Loss Delay Jitter

4 Low-loss data traffic (short transactions, 1x10-3 Unspecified Unspecified
bulk data, video streaming)

5 Best-effort traffic (traditional IP data) Unspecified Unspecified Unspecified
Real-time, jitter-sensitive, highly inter-  1x103 100 ms 50 ms

active, low error-tolerant traffic

7 Real-time, jitter sensitive, interactive, 1x1073 400 ms 50 ms
low error-tolerant traffic

QoS tests can be made out-of-service by injecting synthetic traffic to the network during installation,
bringing-into-service and troubleshooting, but in-service tests are also common when monitoring appli-
cations. In fact, continuous or on-demand QoS parameter evaluation is part of the current Operation,
Administration and Maintenance (OAM) framework for Ethernet defined in IEEE 802.1ag and ITU-T
Y.1731. For both in-service and out-of-service applications, QoS tests need to inject traffic into the
network. For in-service applications, care must be taken to avoid damaging user applications with the test
traffic.

Even though IETF RFC 2544 tests are defined for testing interconnection devices, they can be used
to test end-to-end paths as well. These tests may generate large amounts of traffic and cause congestion.
They are therefore best suited for out-of-service tasks. There are RFC 2544 tests for checking latency and
frame loss, but frame delay variation must be checked in a different way. RFC 2544 tests are performed
as follows:

. The RFC 2544 latency test determines the delay inherent in the device or network under test. The
initial data rate is based on the results of a previous throughput test. Time-stamped packets are
transmitted, and the time it takes for them to travel through the device or network under test is re-
corded.

. The RFC 2544 frame loss test determines the frame loss ratio across the entire range of input data
rates and frame sizes. The test is performed by sending several bit rates, starting with the bit rate
that corresponds to 100% of the maximum rate, on the input media. The bit rate is reduced at each
iteration.

The RFC 2544 has limited applications in QoS testing due to its inability to provide delay variation re-
sults, and because it can only be used for out-of-service measurements. Other, more generic QoS tests are
sometimes also performed. These tests include a customizable traffic generator that delivers packets with
time stamps and sequence numbers, and a traffic analyzer that computes delay, delay variation and frame
loss events.

The traffic generator and the traffic analyzer can be packed in different boxes and connected to
different points in the network, if delay variation and frame loss are the only parameters to test. Things
are more difficult if delay is measured, because in this case the transmitter and the analyzer must be
synchronized. The most obvious solution is to pack the transmitter and the receiver into the same box and
use a loopback device at the remote end to send the traffic back to the origin. If this solution is adopted,
the generator/analyzer computes the Round Trip Delay (RTD) rather than one-way latency. All round-trip
parameters have the same problem: it is difficult to determine the contribution of the forward and
backward path to the end result. For RTD, it turns out to be impossible to separate these two without
synchronizing all the measurement devices: generator, analyzer and loopback.



225

Compared to the RFC 2544 test, one of the advantages of a test setup where a customizable traffic

generator is used is that the latter gives more freedom to define the bandwidth profile for the test traffic.
For example, bursty traffic, ramps, multistream and random bandwidth profiles are now possible. So, this
test can obtain results under realistic operation conditions.
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Figure 1.25 QoS test setup. Atraffic generator/analyzer and a loopback device are connected

to remote devices. The traffic crosses the network in two directions. The traffic
generator/analizer collects statistics on the test traffic.

When setting up the QoS test, it is necessary to decide how long the test is going to run, what is

going to be the traffic profile and how big will the packets be. Some suggestions:

Installation and bringing-into-service tests have a definite duration. Test duration is variable, and it
may be different in different situations. ITU-T Recommendation Y.1541 suggests a minimum eval-
uation interval of 1 minute for delay, delay variation and packet loss evaluation. Monitoring is
more focused on tracking events than in obtaining performance figures at the end of the test. This is
the reason why monitoring tasks usually have an unspecified duration. Monitoring tests are often
run during very long time periods.

To make decisions on the bandwidth profile of the test traffic, it is necessary to previously get in-
formation on congestion avoidance for the end-to-end path to be tested. Especially non-conformant
traffic may cause high packet loss ratio and delay. In normal situations, constant bitrate is well suit-
ed for testing. Bursty traffic or other more complex traffic profiles are only needed for special pur-
poses. It is useful to run the test with different bit rates to check how the QoS figures evolve as the
traffic load increases. It is also useful to generate multistream traffic. Different streams can be
placed in different traffic classes. Some streams can be used as background traffic replacing real
user traffic in out-of-service measurements. Multistream traffic also makes it possible to measure
QoS statistics for different traffic classes simultaneously. By increasing traffic load for background
streams and checking the evolution of QoS statistics in foreground streams, isolation between traf-
fic classes can be checked. This is another important test that can only be performed with mul-
tistream traffic.

The third decision concerns the packet size to use for the test traffic. Latency, delay variation and
loss tend to grow when packet size increases. It is often a clever decision to start testing with big
packets. ITU-T Recommendation Y.1541 suggests a packet size of 1500 bytes for QoS testing. In
some cases, it may be interesting to check how QoS statistics evolve as packet size changes. If the
traffic generator supports multistream traffic, QoS statistics can be collected for different packet
sizes of background traffic both in and outside the foreground traffic class. This way, you can
check how traffic differentiation protects the QoS of the foreground stream.
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Now that the test setup and execution issues are solved, it is important to decide whether the test
results can be accepted or not. The IETF defines performance parameters, but it does not provide any
limits for them. The DS traffic classes are defined by the IETF to transport services with specific QoS
requirements with some performance guarantees. However, operators have to adapt these classes to their
own performance objectives. The only international standards organization that provides explicit perfor-
mance requirements for IP-based applications is ITU, with Recommendation Y.1541 (see Table 1.7). This
ITU-T standard defines eight traffic classes numbered from 0 to 7. Classes 6 and 7 are provisional.
Classes 1 and 2 are defined for interactive traffic, such as VoIP or videoconferencing. Classes 2 and 3 are
designed to transport short transactions sensitive to delay, mainly signalling. Classes 4 and 5 are for data
traffic and non-interactive multimedia, such as video streaming. The provisional traffic classes are for
interactive traffic with low tolerance to errors and packet loss. High-quality IPTV is well suited to these
traffic classes.

The performance limits given in ITU-T Y.1541 have been chosen to enable reliable multiplay
service provision in converged IP networks. ITU has collected information on how errors and delay
degrade services such as VoIP and IP video. Regarding VoIP, ITU has rated the subjective quality of a
VolIP service under different delay and packet loss conditions. Delay variation does not need to be taken
into account directly, because VoIP receivers transform delay variation into delay with a de-jittering
filter.

Table 1.8
VoIP Service Degradation under Different Transmission Conditions

QoS Class Network delay — Terminal delay Total delay R (no loss) R (loss 1 03 )

0 100 ms 50 ms 150 ms 89.5 87.6
0 100 ms 80 ms 180 ms 87.8 87.5
1 150 ms 80 ms 230 ms 81.9 81.5
1 233 ms 80 ms 313 ms 71.1 70.7

The VoIP service benchmarking parameter chosen by the ITU-T is the R-Factor, defined in ITU-T
G.107 (the so-called E-model). The R-Factor rates the conversational quality of voice communications
on a scale from 0 to 100. The R-Factor should be better than 80, and it should never drop below 70. The
ITU-T results (see Table 6.4) show that packet loss is not an issue for VolP, as long as the packet loss
ratio is better than 10-3. This is partly due to the packet concealing algorithms of common VolP encoders.
These algorithms provide packets for the decoder when the actual packets are lost in the network. They
cause effects similar to the Forward Error Correction (FEC) mechanisms, but they have been especially
designed for VoIP applications. Delay appears to be the most important issue in VoIP. Small packet size,
reduced de-jittering filters and high-performance transmission is required to achieve the minimum
required QoS. Results show that the value for one-way delay that meets the requirement of 'better than
80' is around 150 ms. Delays of about 300 ms or even more are still acceptable in some circumstances.

In video services such as IPTV, quality can be rated in error/loss events per time unit. The amount
of degradation that parties are likely to accept depends on the particular video service profile. ITU-T
Y.1541 defines three of these profiles:

. Contribution services make it possible for a network or its affiliates to exchange content for further
use. Sometimes video contents are immediately re-broadcast and other times they are stored to be
edited or broadcast later. Contribution video is generally lightly compressed, and it requires a lot of
bandwidth for transmission.
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Table 1.9
Digital Television Loss/Error Ratio Requirements

One performance  One performance 10 Performance

Application hit per 10 days hit per day hits per day
Contribution (270 Mb/s) 4x1071 4x10710 4x107
Primary distribution (40 Mb/s) 3x10°10 3x107° 3x1078
Access distribution (3 Mb/s) 4x107° 4x1078 4x1077

. Primary distribution services include delivery to head-ends for transmission through cable, satel-
lite or TV. This service generally requires less bandwidth than contribution services.

. Access distribution services include delivery to the end user through cable, satellite or copper net-
work. It requires less bandwidth than the primary distribution service.

The packet loss ratio can be calculated for these three service profiles used in transmission channels with
different performances. For all of these services, the packet loss ratio required is around 10-10 or 10-9
(see Table 6.5). There is no Y.1541 traffic class that meets this requirement. Even the provisional low-loss
ratio traffic classes (6 and 7) are unable to provide the desired packet loss ratio. This shows the importance
of FEC in video transport to correct errors at the destination, at the price of increased overhead during
transmission (see Table 1.10).

Table 1.10
Approximate FEC overhead for different channels, necessary to achieve acceptable overhead in
video transmission.

High Performance Medium Performance Low performance
Loss Distance 100 packets 50 packets 50 packets
Loss Period 5 packets 5 packets 10 packets

FEC Overhead 5% 10 % 20 %
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Promiscuous mode 192
Propagation

delay, See Delay
Propagation delay skew 179
Provider Backbone Transport (PBT) 102
Pseudowire

topologies 89
Psuedo-Random Bit Sequence (PRBS) 118
PVC 76

Q
Q-in-Q 83
QoS 95
ATM, See ATM
congestion management 97
delay 107
See also Delay 107
differentiated services 96
E-LAN 78
E-Line 76
guaranteed services 97
hard 97
IP 99
soft 97
traffic differentiation 96
See also Congestion
Quality of Service (QoS) 111

R
Rapid Spanning Tree Protocol (RSTP) 83
Raw mode (PE router) 89
Regenerator Section Overhead (RSOH) 16
Remote Fault (RF) 148
Request for comments, see RFC 2544
Resilieng Packet Ring (RPR) 111
Resilient Packet Ring (RPR) 4, 112
Resource Management (RM) 97
Resource Reservation Protocol (RSVP)
Return Loss (RL) 170

defined 175

measuring of 120, 138
RFC

3036 86

3209 86

3212 86
RFC 2544 124,152, 155
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RFC 792 186
RMONI1 195
RMON2 195
Round Trip Delay (RTD) 71, 128, 189
Router 43, 53
Routing
Multicast
Protocol 53
RSTP 83
RSVP 102
RSVP-TE 86
RTD 71, 107

S
SCB 72
SDH 78
Next Generation, See NG-SDH
SDH/SONET 45, 123
See also Next Generation SDH/SONET
Segmented LAN 42
Serialization delay, See Delay
Service
multiplexing 77
Service Level Agreement (SLA) 112
Service-Level Agreement (SLA) 98
Severely Errored Second (SES) 127
Severely Errored Second Ratio (SESR) 127
SFD, See Start Frame Delimiter
Shaper 98
SHDSL 62
Signal 140
See also Phase
Signal-to-Noise Ratio 178
Simple Mail Transfer Protocol (SMTP) 51
Single
Copy Broadcast (SCB) 72
Single Mode Fiber (SMF) 6
Single-Mode Fibre (SMF) 10
Skew
See Pair skew
See Propagation delay skew
SLA 98
SLD 73
Slot time 41
Slot times 23
Sniffer, See Packet sniffer
SNR, See Signal-to-Noise Ratio
Soft QoS, See QoS
SONET, See SDH/SONET
Source Address (SA), See Medium Access
Control
Source Quench messages 184
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Source Service Access Point (SSAP) 27
Spanning Tree Protocol (STP) 83, 102
Spectral compatibility 62, 65
Split pairs 177
Split-horizon rule 90
Splitter 65

See also Optical splitter
Start Frame Delimiter (SFD) 24
STM-256/0C-768 48
STP 83
Switch 43
Symmetric Flow Control (SFC) 152
Synchronization 118, 138-139, 143, 149

T
Tagged mode (PE router) 89
TCP/IP 184
tcpdump 194
TDM 76
Termination mode, See Connection modes
Testing
1000BASE-T PMA 142
1000BASE-X PCS 143
acceptance 118, 135
approval 135
back-to-back frame test 161
bringing into service 114
cabling 119
continuity 122
electrical interfaces 138
droop 138
output templates 138
receiver 138
return loss 138
transmitter 138
voltage 138
end-to-end 118
fiber optic cables 121
frequency 139
G.821 115,123,125
G.826 115,125-126
installation 114, 135
link-to-link 118
maintenance 114
monitoring 114
optical interfaces 137
extinction ratio 137
eye mask 137
jitter tolerance 138
overload 138
receiver sensitivity 137
spectral density 137

transmission power 137
physical layer
frame error ratio 152
interoperability 151
link establishment 151
receiver buffer 152
RFC 2544 (performance) 124
See also Continuity tests
See also Crosstalk
synchronization 118, 143
UTP cable 120
ACR 121
delay 121
powersum ACR 121
powersum ELFEXT 120
powersum NEXT 120
return Loss 120
skew 121
Tethereal 194
Thicknet 4,7
Thinnet 4
Throughput 124, 158
Time Division Multiplexing (TDM) 95, 99,
117
Time Domain Reflectometer (TDR) 168
Time Exceed Message (TEM) 189
Time To Live (TTL) 84
Time to Live (TTL) 189
Topologies 44, 157
bus 43
meshed 44
point-to-point 44
star 43
ToS 84
Trace route, See Continuity tests
Traffic
differentiation 96
filtering
marker 98
policer 97
shaper 98
green 100
policing 104
trTCM 100
red 100
See also Packets
shaping 104
yellow 100
Traffic analysis, See Network analysis
Traffic pattern 156
Traffic statistics 132
Transceiver 4



Transmission impairment, See Impairment
Trend Communications 160
Trial 158
Triple Play 75
TTL 84
Tunnel
label 87
Two-rate Three-Color Marker (rTCM) 100
Type field 24
Type of Service (ToS) 84

U

Unavailable Seconds (US) 127
Unavailable Seconds Ratio (USR) 128
Unshielded Twisted Pair (UTP) 2, 60
User Datagram Protocol (UDP) 189
UTP 60

UTP cable 2, 10-12, 120

\'
VC
label 87
VCAT 80
VCI 77
VDSL 60, 62
Vertical cabling 33
Very-high-bit-rate DSL (VDSL) 60
Video on Demand (VoD) 99, 111
Virtual
Circuit (VC)
Identifier (VCI) 77
Concatenation (VCAT)
Path Identifier (VPI) 77
Private LAN Service (VPLS) 89
Private Network (VPN) 75
Virtual LAN (VLAN) 42
See also Local Area Network (LAN)
Virtual segment 42
VLAN 82
ID 91
Q-in-Q 83
tagging 83,91
VLAN identifier 42
Voice over IP (VoIP) 99, 111
VoIP 52
policing 97
VPI 77
VPLS 89
Hierarchical, See HVPLS
Pseudowire topologies 89
VPN 75
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w

WAN Interface Sublayer (WIS) 16

Wavelength Division Multiplexing
(WDM) 15,79

WDM 79

Wide Area Network (WAN) 155

WinPcap 193

Wireless Ethernet 2

Wireless LAN (WLAN) 2

Wiremap 168-169

World Wide Web (WWW) 51

X

Xerox 24

Xerox Corporation 3
XT, See Crosstalk

4
Z0, See Impedance
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